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INTRODUCTION

Edu 701 statistical methods | is a one semestasedor all post graduate students
pursuing masters’ degree in education at the Nakti@pen University of Nigeria
(NOUN). It can serve as a reference material fodents in other schools or doing
research in other fields. It is a three creditreeuwhich is compulsory for all
education students at the masters’ level.

The course will consist of 13 units which includee tnature of data/scientific
observations, basic concepts in statistics, dtalst notations/shorthand,
measurement scales, organisation and presentdtidata, graphical representation
of data, measures of central tendency, measurear@bility/dispersion, shapes of
curves, some measures of association and agreemeérthe standard scores. The
material has been developed to suit learners irfiNigoy using examples from the
local environment.

The course is designed for people who have earnawfassional qualification in
education. Most of the teachers would have beachieg for some time or would
have been aspiring for leadership positions, iiir th&rious places of work. Others
would have been in management/leadership positiass HODs, principals,
supervisors etc where they will be expected to:

i. Read, comprehend and interpret technical papgrsrteeor records,

ii. Go beyond records of raw scores assigned to steidmamipts or answer
papers in test situations

iii. Present, interpret and discuss the general chasdci® of students from
records of their performances given in numericgalrfes,

iv. Compare two or more groups of students

v. Predict outcomes and interpret/draw inference siomestfrom large amount
of data.

WHAT YOU WILL LEARN IN THIS COURSE

The overall aim of Edu 701, statistical methods ta introduce you to descriptive

statistics. During the course you will learn theaming and types of statistics; types
of data, scales and variables; organisation. Rtasen and representation of data
using tables, graphs charts etc. you will alsondsw to describe the data using
different methods or measures such as the ceetmdency, variability, association

etc. You will in addition learn the types of cosvand their properties; and how to
transform raw scores into standard scores.

Statistics as a course is very necessary for yoause there is nothing you will do
in education which does not require your knowledfi. Indeed there is no human
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activity which is devoid completely of the knowledgf statistics. It is important in
the home, in the farm, in the office in the mar&etl in all aspects of life. This is
why you must take it with every seriousness dué to

COURSE AIMS

The main aim of the course is to introduce youdedtiptive statistics and give you
the understanding of how to present and represaunt gata and to describe your
observations in data form.

This will be achieved by aiming to:

* Introduce you to the nature and types of data

* OQutline the importance of data and statistics

» Compare and describe large groups of data in dasmstatistical language
* Predict statistical out-come from a number of stetal observations.

COURSE OBJECTIVES

Each unit of the course has specific objectivestviaire included at the beginning of
the unit. You are required to read them before staut working through the unit.

You should always refer to them as you work throagld at the end of the unit to
check your progress. However the objectives otthese are as follows:

On successful completion of the course you shoeldide to:

Describe data and how to handle them.

Explain the concept of statistics and its impor&anc
Explain the types of statistics and their applmadi
Organise and represent data using various means
Present data in tables, graphs, charts etc

Compare data using the measures of central tendency
Describe data using the measures of dispersal
Describe data using the measures of association
Explain the properties of curves

10 transform raw scores to standard scores
11.Demonstrate how to compute using different formulae descriptive
statistics.

CoNoOrWNE
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COURSE MATERIALS

These include: course guide, course material, bexiks, assignment files etc. in
addition you should have a calculator, a matherabsiet, graph sheets and statistical
tables.

Study units

There are 13 study units in this course they are:

Unit 1 The nature of data/scientific observations

Unit 2 Basic concepts in statistics

Unit 3 Statistical notations

Unit 4 measurement scales

Unit 5 organisation and presentation of data

Unit 7 measures of central tendency

Unit 8 measures of variability/dispersion |

Unit 9 measures of variability/dispersion |

Unit 10 shapes of curves

Unit 11 some measures of association and agredment
Unit 12 some measures of association and agredinent
Unit 13 standard scores.

Some of them are deliberately long for easy flow.

The course is designed to last for 15 weeks omaester. It implies that each unit
should be studied in one week. The reference beo&slisted after each unit.
Statistics books are available in the markets auk$&hops.

Assessment
Assessment in this course shall be made up of awts.p These are the
1. Tutor marked assignments TMAs which have a totafl@¥. At least six
TMA as should be submitted out of which the bestr fwill be used for

assessment and grading.

2. Examination: the written examination which sha#itlor three hours at the
end of the course will have 60%

Both the TMAs and the examination must be passad@himum percentage before
you can be successful in the course. The exaramatill consist of questions which
reflect the types of self-assessment exerciseshendMA questions
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You should use the time between finishing the lastt and sitting for the
examinations for your revisions. Information fraf parts of the course will be
examined.

COURSE MARKING SCHEME

ASSESSMENT MARKS

Assignment 1-6 At least six assignments to be stibdjiout
of which four will be used. At 10% each|=
40% of course marks

Final examination 60% of overall course marks
Total 100% of course marks

How to get the most from this course:

Open and distance learning is not the same thirfgcasto face learning. Therefore,
there is no lecturer in ODL. The self-learning enetl has replaced the lecture. This
means that you can study the materials at your timme and place. The self-
learning material can do every thing the lecturan do for you, if you follow it
carefully.

Each of the units follows the same pattern. Thm&t ranges from:

i. Introduction

ii. Objectives

ili. The main body
iv. Conclusion

v. Summary

vi. TMA

vii. References

To work through without any hitch, follow the undested practical strategies.

Read the course guide thoroughly

Organise a study schedule

Stick to your study schedule

Assemble the study materials before you start neadi

Go through the introduction and objectives befarg anit

Work through the units in sequence as provided

Keep in touch with the study centre and your ftatitirs

Do your assignments and submit as scheduled

Review the objectives at the end of each unit tofioo that you have
achieved them.

—“S@mePoooTw
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J.  On completing the last unit, review the course prepare yourself for
the final examination.

If you run into trouble contact your tutorial fatEtor at the study centre or contact
the course co-ordinator of the course at the Headens of National Open
University of Nigeria, Victoria Island, Lagos. Nothat both the facilitator and the
co-ordinator are there to help you. Do not hesitatcall and ask them to help.

TUTORS AND TUTORIALS

Tutorials are provided in support of this courséou will be notified of the dates,
time and locations of these tutorials, togethehiite names and phone numbers of
your tutorial facilitator and the course-co-ordmraés soon as you are registered with
National Open University of Nigeria at your studgntre. Do not hesitate to contact
your tutor or the course co-ordinator if you do natlerstand any part of the study
units or the assigned readings; or you have ditfrowith the self-tests or exercises;
or if you have a question or problem with an assignt, tutor’'s comments on an
assignment or with the grading of an assignment.

You should try to attend the tutorials regularlyhis is the only way you can have
face to face contact or interaction with the faatbr who is there to answer your
guestions.

SUMMARY

Edu 701: Statistical Method 1 is one of the twairses you will work through
in your programme.

Edu 701 Is designed to teach you descriptive sittisipon the completion of

this course you will be able to answer such questas:

* What is statistics

* What are the types of data dealt with in statistics
* What are the purposes of statistics

* What are the types of statistics

* Why do we use samples instead of population
* What are the measurement scales

* What are the variables in statistics

* How do you organise data in statistics

* How do you present data

* How do you re-present data

* How does bar chart differ from histogram

* What are the measures of central tendency

» What are the measures of dispersion
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* How does a normal curve differ from skewed curve
* What are the measures of agreement
* Why do you convert raw scores to standard scores

If you have completed the course successfully youlthave been equipped with
the basic knowledge of descriptive statistics. sTineans that you can answer even
more questions that are given above. You are edsipped to do some arithmetic
which you can do easily with your calculator.

We wish you success with the course, we hope ydufwd it very interesting.
Enjoy your programme at National Open Universityg@&ia. We wish you every
success in your future.
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Unit 1
NATURE OF DATA/SCIENTIFIC OBSERVATION
1.0 INTRODUCTION

Welcome to, perhaps, your first course in stagstnd statistical methods.
This first unit introduces you to raw material yawould be working with,
data, how they are derived and how they are usemuindaily lives. The
relationship between data and statistics and theusatypes of statistics are
then introduced. The approach to the statisticathods course is then
presented.

2.0 OBJECTIVES
At the end of this unit, you will be able to:

define statistical data and statistics;

conceptualiséow data are derived from narrative
description/information;

state the purposes of statistics and statistieshous

identify various types of statistics

distinguish between statistical methods and edowcatistatistics
appreciate the importance of data in our everyday |

N =

o 0hsw

3.1 THE CONCEPT OF DATA/SCIENTIFIC OBSERVATION

The raw material of all statistical works is datiaether you are looking at the
enrolment figures in our school system, the numifeparticipants from
various states in a national conference; the nurabsuccessful candidates
in a public examination or the salaries of teachgos are presented with a
large amount of information, often in the form afmerical figures.

These figures are referred to as data (from simgidtum). In a world that is
increasingly demanding for evidence to support sieci making, the
provision of numerical data, or what is sometimefenred to as empirical
data/evidence, help to strengthen your case.

In the sciences, all observations are presumed ridabte either
guantitatively or qualitatively. Qualitative obsations, such as gender
classification, are sometimes represented by fgygsach as o for female, |
for male) to make the record easy for processinfhus, all scientific
observations are also referred to as data.

NOUN 12



EDU 701 STATISTICAL METHODSI

Let us quickly look at an example of how data iscus our daily lives.

A restaurant has prepared three different menuluioch for a group of
people attending a two day conference.

Day | There was jollof rice eba and fried yam ata@hfain. As part of the
preparation of the organisers for the group lungdrticipants are
required to write their names and indicate in oheahoee columns
their preferred lunch. By the time full attendaneas taken, the
following observation was made:

31 participants indicated preference for jollofric

7 participants indicated preference for eba

18 participants indicated preference for fried yalartain
This observation can be translated into a talsién gable 1

Table 1 participant preference for lunch (day 1)

Number indicating Jolof Rice Eba Fried Yam/Plantain

preference 31 v 18

Table 1 represents data of observations on thiasime

Exercise 1.1
Identify two instances in which you have come asmata today.

So the use of data is pervasive, we use data eagrin our life, although we
do not always describe them as data, note thabrfority, we can use A, B
and C to represent the variety that was available.

A B C
31 7 18

If we want to know how many participants would hehe restaurant, we add
up 31 + 7 + 18 = 56, thus 56 participants mustdiered for.
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The supervisor can now make further decisions, lo& Ibasis of this
information, such as how many attendants must lgaged to provide quick
services, and how many chairs must be engaged podv&ded, the manner
in which we have handled this information so fareiferred to as statistics.

3.2 MEANING OF STATISTICS

Statistics is the science of handling informatiarticularly quantitative
information (data), it is the science of organisttegcribing summarising and
interpreting data to provide concise manageablerimfition for decision
making.

Now let us consider further our example in tablesdppose the following
day, the same menu of three varieties A, B andeG#ered and the choices
this time around are as follows:

Table 2 Participant preference for launch (day 2)

A B C Total

No of persons
21 17 16 54

Now the supervisor has an opportunity to compagewo sets of data, Day 1
and Day 2. He can do so by again looking at tHenesos of totals. He can
also compare the numbers eating the same foockitwh days and make a
number of inferences. For instance, he might ittiat the two participants
who failed to turn up for lunch are dissatisfiedhwihe services. He may
want to verify this by seeking further evidencee ébuld also infer that eba
has gained popularity and jollof rice has lost pa#ige. Again, the data
provides him a number of options.

So, in addition to its descriptive function, statis enables you to examine
patterns and compare groups.

3.3 PURPOSES OF STATISTICS
From the foregoing, it may be concluded that stiag helps us to:

» present a large amount of quantitative information

* in an organised way, go beyond a meaningless remfosghool test
results to a meaningful interpretation

» predict how likely an event will occur

* make inferences from observations
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* save us time and energy by condensing large anajunformation
concisely and conveniently in a table.

In addition, there is hardly any discipline todaven in education, the arts
and social sciences that does not require somd tdvetatistics for its

understanding. Research reports in most discplinee enriched by
statistics.

Lastly, one requirement for higher degree in mastiglines is that you carry
out and report your own independent research.

School managers are constantly faced with situatiorwhich they have to
make inferences from observations, for instance,pttoprietor of a private
school took a week’s attendance and found theviatiQ:

Table 3: A week’s school attendance in school A.

Week days
Class Monday | Tuesday| Wednesdayhursday | Friday (I\,!I?ass n
Primary one| 38 39 38 36 31 40
Primary two| 35 34 33 32 30 35
Primary | 45 41 40 43 40 45
three
nmary | 36 35 38 39 18 40
our
E“mary 41 42 42 40 36 42
ive
Primary six | 28 26 29 21 27 31

If she makes similar observations over several wiedke proprietor can
deduce from these that there’s hardly full attewdan a school day, she may
also deduce that attendance is least toward thk eret

You do not always know what type of research yolli sgirry out, whether it
is a documentary analysis, a historical analysismorexperimental study.

NOUN
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You will however find the knowledge of statisticsost valuable in your
readings, conception design and analysis of youkwo

Exercise 1.2

Locate a copy of the latest scholarly journal imysubject of specialisation.
Read the first published articles in the journantify and write down every
statistical jargon you come across in that article.

You will find some of them esoteric and extremeifficlilt to comprehend.
You should not worry, for we shall be coming acressne of them and
indeed learn to handle them in this course.

3.4 TYPES OF STATISTICS
The purposes listed in section 1.3 give rise tedhypes of statistics, namely:

i. descriptive statistics which refers to the mannepmsentation of
large amount of data,

ii. correlation statistics which allows you to exampsterns, compare
groups and predict future events from extrapolation

iii. inferential statistics which as the name implidigves you to draw
out facts that are not immediately available/visifiom the data
presented.

3.5 THE NATURE OF STATISTICAL METHOD

You will notice that this course is described agistical methods as opposed
to statistics which we have been discussing indénsle is a complementary
statistical methods Il course which you may be meguto take during the
second semester. They are so called in orderaiw dttention to the fact that
the emphasis in this course is not to make yousttaans. Rather, you are
expected to grasp the method statisticians userdoeps information, the
circumstances in which one approach is used irepgate to another and the
limitation accompanying any so-called hand/staiadtifacts. You will be
expected to pay special attention to the procedatber than the theory of
statistics.

A distinction should also be made between stasisticethods and perhaps,
the more familiar educational statistics. Wherasatistical methods is
concerned with the manner in which statistics aeeivdd, the latter is
concerned with school related statistics such aslraent, teacher to pupil
ratio, learning event, female/male participatiobamn/rural participation and
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4.0

5.0

6.0

so on. This information is important to educationplanning and
management.

CONCLUSION

In this unit you should have learnt the conceptlatia, as the foundation of
all statistical analyses and how data are derivexn frepeated events,
information or scientific observation. You showdo have learnt to define
statistics, the purpose of statistics and typestaifstics.

The statistical methods course is concerned with tiohandle data derived
in educational contexts clearly, several of suchtexts exist in education
and other social sectors. The statistical metromisse is applicable in a
wide variety of disciplines. These contexts anidteel concepts shall be
examined in the following unit.

SUMMARY

In this unit, we defined data as the reduction wonarical figures, a large
body of information and that data are the basiallo§cientific investigation
and analysis. The decision maker who has no dakadk his/her claim is
unlikely to convince many listeners. We also idesd three types of
statistics, namely: descriptive, co-relational anférential. We are aware
that not all users of statistics want to be statasts, just like not all drivers
of motor vehicles would want to be repairers tow how the motor works
so that when you are faced with a problem, you déulow what to report to
the repairer and how to go about it. Statisticathnds are a “how-to”
course.

TUTOR MARKED ASSIGNMENT

What do you understand by the word statistics?
What are the purposes for your study of statistics?
What are the types of statistics?

Briefly explain the word data in relation to statis

PwpNPE
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Unit 2

BASIC CONCEPTS IN STATISTICS

1.0

2.0

3.0

INTRODUCTION

In unit 1, we defined statistics as the sciencénaridling a large body of
numerical information (data). You also learnt tHata may be derived from
several contexts and would be handled accorditiget@ontext.

OBJECTIVES
At the end of this unit, you should be able to:

i. Distinguish between population and sample

ii. Distinguish between parameter and estimates o$tstat

iii. Distinguish between the concept of observationrapdsurement
iv. Relate these concepts in statistical methods.

BASIC CONCEPTS OF POPULATION AND SAMPLE

We have already asserted that data are the fundaimenv material of
statistics and data are usually numerical inforamatbout objects, events,
etc. We cited the example of a school proprietbo winonitored and took a
week’s attendance in the private school, clearly ghoprietor can come to
some conclusion only for that week, from the obagons or data generated
in table 3. If she wanted to know the attendantikesughout the school term
or school year, she would have to take attendameeyeveek during the
whole term of school year, as the case may be. s,Tthe one week
attendance is only part of a large body of possibfermation. When a
statistician deals with whole rather than part infation about an object,
events or phenomenon he is dealing with a populatgmpulation is all
possible objects, beings, events incidences withsdime characteristics that
are the focus of the observer.

We are all conversant with the national census.atifhthe principal focus or
objective of a national census exercise? The pdipul of a country, the

population of Nigeria in 1991 was ........ , according the National
Population Commission ( ). This means thabfathe time the national
headcount was done, there were .......... human beingte$n®& females,

foreigners, rural and urban dwellers) in the pcditientity called Nigeria.

Note that in this case we were looking only atnlaenber of human beings,
not animals or houses. Note also that human beaiagsstill be categorized

NOUN
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as males and females, nationals and expatriates,annd urban dwellers etc.
native language speakers — Hausa, Igbo, Efik amer tdnguage speakers.

When a population is sub-divided into well defirdalsses or categories such
as gender (male & female) or habit (rural and uybame say that it is
desegregated by the characteristic which definedldsses or categories.

Now, think if we are interested in taking decisiaisout objects (living or
non-living) events (such as school attendance) iets not always very
important to first count all the possible objectsewents that is our focus.
For relatively small populations, it is possibledo a head count. But for
large populations, it is impossible to do a headnt@very time we want to
know the population or some characteristics aldout i

In such situations we can make do with a samplsaraple is a selected
group from the population. Any subset of the papfjah may be called a
sample. For instance, the Igbo’s are Nigeriansammg that the Igbo
language native speakers come from the populafidligeria. However, not
all Nigerians are native speakers of Igbo. Theesagher native languages.
Igbo speakers constitute a sample of NigerianslailpiYoruba and Nupe
speakers constitute two separate samples of Nigeri&uppose a point is to
be made about the Nigerian culture to someone whafamiliar with the
situation on ground in Nigeria, if the point is neadnly on the basis of the
knowledge of the Nupes in Niger State of Nigereg point may be in error.
Why?

The point would be in error because although thee\culture is Nigerian,

not all Nigerian cultures are to be found with tiepes. If a point is to be
made about the Nigerian culture, then we must selechoose a sample that
would be representative of Nigeria i.e. one in Wwhadl the characteristics of
Nigerian cultures are present.

Statisticians make inferences from representatameptes. It is the task of
the statistician to find an appropriate method tawdits sample from a
population.
Exercise 2.1
1. State the populations which the following sampégzesent.
I. Monday to Friday in the week

ii. All students in JS Il purple house in FGGC Zaria
lii. The salary bill of teachers in a rural private saho
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3.2

iv. Scores in WAEC School Certificate examination imdKs
College, Lagos
v. The height of 1,500 Birom men.

2. How would you improve on the representative ness tlod
populations which the samples in 1 above represent?

3. What population does all SS1 students in GovernmPaty
Secondary, Kiye represent?

4. Why is it not technically correct to say, the “ptgiion of my
school” is 4,400 when you are referring to theltstadents’ intake?
What would you suggest as a better alternativeestudbing all the
students in a school?

PARAMETER AND STATISTICS

The statistician is interested in samples prefgrabpresentative samples,
when she cannot reach the population. Note howiaatrwhenever census
or voters registration exercises are being condyatemes of individuals
which are descriptions that identify the individuare written down. But
when reports about census or voters are given, d@neygiven as numbers
(numerical information). You have already lealmttnumerical information
or data are the raw material with which statistisiavork. So, whether the
statistician has access to the population or a kaifnpm the population
he/she would always reduce the information thaiséher focus to numerical
information. The statisticians would talk aboutatonumber, number of
males allowed, maximum height of residential houbedy weights of a herd
of cattles, the waist circumference of 15 year@its, the scores in a test etc,
in all such cases, the interest is in the numegpcaperties of the object or
phenomenon that is the focus of the statisticiaresearcher and statisticians
and data-based researchers usually focus on tHumacteristics of their
populations or samples that are measurable.

If the numerical property which is descriptive bktpopulation is available
or measurable, then the statistician or researgimrld say she has a
parameter. Strictly speaking therefore, censuardig such as the total
number of households in a ward, are parameters.

We have already stated that we cannot always reaplpulation. If a

decision is to be made from a representative sgnspleh a sample based
decision can only approximate the reality of popala A sample is not the
population. It approximates a population. An apgpnate is as good as the
manner in which a sample is drawn. The more th®ws characteristics of a

NOUN
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population are represented in a sample, the moselgl decision made from
the sample approximate the true position of theutain.

For instance, suppose you visit a wall-fenced bogrdjirls’ secondary
school for the first time and at the entrance ymianfronted with 20 girls
all wearing white blouse top over green skirtydfi have not seen any other,
you might conclude that “white blouse over greerrtsks the school
uniform. In other words, you can make a decisionétusion about the
school uniform from a sample of 20 girls.

Suppose that soon after you saw the girls, theatdbell rings for a break
and all the other girls are wearing white blouserovrown shirt, you will
have to admit your error of judgement and change gonclusion.

It is extremely useful to ensure that samples aesvd in such ways that
would represent the characteristics associatedtivgtpopulation of interest.

The numerical properties of a representative sampléd give you a good
estimate of the numerical properties of the poputat Thus if we get the
average of take-home pay of principals of five Fal&nity Schools well
chosen across the nation you will get an amounthvig approximately the
average take-home pay of all principals of Fedéhaity Schools. If you
want to make a statement about average income iofipals of Federal
Unity Schools, you do not have to know the incorhalbof them. If you
take the average of the income of a representatiugle of such principals,
the figure you get will be very near correct or @pmate average income of
all such principals. Note that the emphasis is dpgproximates the
information you are seeking”. So, the numericaloparties of a
representative sample are approximately the nuadgioperties of its parent
population (i.e. the population from which the megentative sample is
drawn).

When a statistician or researcher knows or canrm@ie a numerical
property of a sample, he/she says he/she has iamatsiof statistic. When
you have several such estimates from a samplesggwyou have estimates
of statistics or simply statistics. So statisace to a sample what parameters
are to a population.

Let us quickly distinguish between statistics wihpital letter S, which
defines the subject a science discipline dealintg Wwandling numerical data
and statistics with small letters, which are nuwcedriestimates of a
population derived from its representative sample.
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3.3

MEASUREMENT

Measurement is a basic process in science, allrnodigens whether it is

gualitative or quantitative must be measured toesdeygree of accuracy. If
an observation is qualitative, such as would beedesl by colour change at
the end point of a titration experiment in a chéngitaboratory, the chemist
would like to know how much of the acid is titratedwhat quantity of base
before the change of colour. Note that the charig®lour is an observation
and that for our observation to be scientificalbeful it must be transformed
into measurement. Similarly tailors would meastire circumference of

your waist line to make your trouser waist fitsowever, experienced tailors
can often estimate the trouser length of theirntsieoy observation. After
sewing clothes for a long time, you can observéemtcand simply “guess”

his height and trouser length.

Note that different objects, events or phenomenaire different measuring
instruments or measuring scales. The tape or rsleiseful in measuring
lengths. The weighing balance is used to measerghts. The semester is
used to measure an academic year. Intensity & tosemeasure the colour of
light. The degree of agreement is used to megmrneeption or attitude.

Thus any object, event or phenomenon with a séiergtudy must have
some measurable property/quality. It is these nreasents that give rise to
the data which the statistician uses for his/hatyais. Thus, performance in
a test is measured (scored) against the critefiaetkin the marking scheme.

ERRORS OF MEASUREMENT

Tailors who are regularly involved in measurememtsild tell you that no
two persons who measure an individual’s trousegtlemnising the same tape
would give exactly the same values, if they reallgnt to be accurate.
Similarly, two teachers marking an essay are uhlike give the same score
to the writer even when the teachers use the saandmg scheme.

Besides, if an individual measures the same thueg and over again using
the same instrument, he/she would begin to notightsdifferences if you

take the record of your blood pressure under nosiaation for many days
you are bound to find slight variation. Yet youwulb still be described as
normal.

The slight variations are described as errors odsuement. Errors in
measurement can arise due to:

i. Inaccuracy in the measurement instrument
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ii. Changing circumstance of what is measured
iii. The limitations in human judgement

Whatever the source(s) of error, scientists haveeoied that every
measurement is fraught with some degree of erriother words, scientific
data are only as accurate as the degree of errichwshassociated with how
they were measured. We say there is a degreeceftamty associated with
every measurement. This concept would becomeivgrgrtant later in this
course, as we work towards using statistics forstt@e making.

Exercise 2.2

i. Using a measuring tape or ruler, measure the leagthbreadth of
your room and record them. Let the other membérgoar class
measure the same room and record them.

What did you observe?

il. List all possible sources of the variation whichuymay have
observed.

5.0 SUMMARY

In this unit, you should have learnt the conceptpapulation and sample.
While population refers to totality of members ofweell defined group
(objects, beings things, events, measurement, phema) a sample is a part
there from. A sample is said to be representabiv@ population if the
sample has all the characteristics of its parepufaion. When numerical
properties of a population are known or derived, $& we have its
parameter. When numerical properties of a sampel&m@own or derived, we
say we have statistics, as opposed to the diseigifnstatistics spelt with a
capital letter S.

Parameters and statistics are derived from sontedfimeasurement, which
in turn gives rise to data. The process of meagudepends on what's being
measured. We also learnt that measurement hadtiebwrs. Although
errors can be minimized, they cannot be entirelymiahted from
measurement. Errors are to be recognised.
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UNIT 3

STATISTICAL NOTATIONS/SHORTHAND

1.0

2.0

3.1

INTRODUCTION

In the two earlier units, you learnt a number dated concepts. You learnt
about how scientific observations are transfornméd data for the purpose of
statistical analysis. You also learnt the conceftpopulation and sample
and the indication that are used to describe thesorements made
therefrom.

Since you will be dealing with a lot of numericaltd, some of them may
have to be handled the way mathematicians handta.thn others, you will

quite often have to add, subtract, multiply andidkvlarge number with

notations/symbols or shorthand which statisticiarse to describe the
operations that you may need to carry out withriln@bers. We shall restrict
ourselves to operation you may have to carry ouh wamples and their
estimates of statistics.

OBJECTIVES
At the end of this unit, you should be able to:

i. Recognise the symbols used most often for staistigerations;
ii. Apply them in data handling;

iii. Interpret combined statistical operations

iv. Define the arithmetical mean of a set of scores

In statistics, you unavailably have to handle lameantities of figures
coming from different sources. For example, adaascteacher you would
have handled examination results of your classagf& students in eight or
more subjects, namely, English language, literatimstory, geography,
mathematics, biology, chemistry, physics, agricesce, similarly an
educational researcher may have to test his samplasre than one area of
focus, such as in achievement, practical worksitud#, aptitude and
personality type. Each of these areas would p@a@duset of scores. In each
set, scores would of course vary. Each set ofescis described as a
variable. A variable is any characteristic of an objecewent which can be
measured. Thus, length of an object is a variab&ght, weight, time
colours and scores in examination are all variablego different students
may not score the same mark in an English langtegje Scores in a test
constitute a variable. If you want to discuss palgse the scores in an
English test, it is cumbersome to refer to “theresdn the English test” all
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the time. Statisticians devise a shorthand waynaking this reference by
describing it as X. The letter X is therefore usediescribe a set of scores.
If you have another set of scores, it is importanénsure that the second set
of scores is not confused with the first. Theeletf is used to represent a
second set of scores or variable.

If you have a third set of scores, it will be desited with letter Z and so on.
Indeed any Roman capital letter may be used totdemaet of scores from
one variable.

If capital letters X, Y, Z are used to denote 3afales, then small letters x, vy,
z are often used to denote subsets (a small gioegea) from X, Y, Z, (large
group of scores).

For instance, if X represents the scores of 50esttsdin your English class
test x represents the scores of 5 10 on any nuofbgiudents chosen from
among the 50 students.

So in summary,

X denotes the set of scores in one variable
Y denotes the set of scores in another
Z denotes the set of scores in a third variahlso on

Likewise,

X is a subset of X
Y is a subset of Y
Z is a subset of Z

If you have more than 3 groups you can use calatirs, P, Q, R, S, T, U,
V, etc. In effect, you are simply assigning nantethe variables.

In many statistics textbooks you would find diffierdetters or symbols used
to denote a set of scores in a variable. Oncehygwe learnt one system that
is convenient to you, the best practice is to diic&ne system consistently.

3.2 You would find however that certain letters or Ramalphabets are
consistently used by many authors to denote péati¢types of variable. For
instance, the letter N is often used to representdtal number of members

So if we have 50 students in a class, we can Wite= 50 meaning the
number of students in the class = 50.
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If, as we had learnt earlier, we want to look a& $itores of 7 students only
out of the 50 in the class, we can write n=7 megamwe are concerned with
n(7), a smaller number taken out of the larger reim(®0) in the class

Statisticians often have to deal with samples alfations. If N represents
the number in the population, then n is the sarsigie.

Another letter that is commonly used is the lefterF is used to denote
frequency that is the number of times a particalanber has appeared.

If in a class of 50, six students earned the satneessay 57, the frequency
(f) of the score of 57 is 6 (f=6). As you can see,are already beginning to
learn the language of handling numbers. We amnileg to describe large
sets of numbers with which we may be confrontedhftime to time.

3.3  Statisticians often carry out a lot of matheosabperations:

» addition (+) that is add two sets of scores togethe

» subtraction (-) meaning take away one set of sdooes another
* multiplication (X) meaning take multiples of a sftscores and
» division (+) meaning take a set of scores and breiako parts.

You are no doubt familiar with these operationouYnay not be so familiar
with the square root operatioN §: when you are asked to take the square
root of a number, say 25, it should be interprétechean “what number do
you multiply by itself” to get 25? The answer afucse is 5, for 5x5 = 25,
therefore the root of 25 = 5.

It is written asV25 = 5. Similarly the root of 4 is 2
4 = 2
V9 = 3
V16 = 4
V36 = 6
V49 = 7
V64 = 8
This process would prove helpful in this coursehe Teverse operation is
described as “take the square of “...” and it is t@ntwith the figure 2 as an
upper script to the figure you want to square, thiré = 49
= 36
g = 81
16 = 10
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Exercise 3.1
@) What are the square roots of: 121, 100, 468, 29
(b) What are the squares of 8,11, 13, 19 and 577

3.4  Let us now try to combine these concepts. eéfiten the statistician wants
to add one set of scores to another, as woultléedse when the continuous
assessment (CA) scores are added to the end ofsgeaes in English
language, in order to describe the overall yeandoperformance of a
student in one subject. If the set of scores @l is denoted as X, the set
of scores representing end-of-year examination beaylenoted as Y. The
operation to add these sets of scores togethebeatenoted simply as X +
Y, X + Y means add the set of X scores (CA) togheof Y scores (end of
year) scores.

Clearly, what needs to be done is brief and conciseerybody who handles
statistics would immediately understand what openateeds to be done. If
three sets of scores X, Y, Z, are to be added,denoted by X+ Y+Z.

Another very common operation is to add up theosstores in one variable,
if we want to know how much money in our hands tlass, you would have
to add up what each and everyone has with him/Rkee procedure would be
to write down the names of everybody in the clasd against each name
state the amount of money with him/her. Similagigu obviously have to

add up the scores in each item of an examinatiogetoa total score for a
candidate in that exam, when the scores in a gobgpores (a variable) is to
be added.

Symbol Z, represents summation.

, Thus, ZX reads as sum, means add up all the scores repedday X, ZY
means add up all the scores represented by Y.

Let us say X represents the set of the odd numbetween 1 and 10
inclusive, that is 1,3,5,7,9 and Y represents #teof even numbers (that is
numbers divisible by 2) between 1 and 10 inclusiveis, Y represents
2,4,6,8,10

For convenience, you may re-write these numbersolomns rather than
rows to make them conform with our customary orerfamiliar approach to
adding numbers,
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Thus,

X Y

1 2

3 4

5 6

7 8

9 10
25 30

>X means add up all the scores under the column X
>Y means add up all the scores under the column diafne

L2X =25

2Y =30

You can quickly see how the statistician has redw®l can reduce a whole
page of figures concisely into a four or five symksammary. Note the
introduction of the symbol, which simply meansetéfore” it should be read
as,

If X represents 1,3,5,7 and 9;
Therefore or thery, X = 1+3+5+7+9=25

Similarly,
If Y represents 2,4,6,8 and 10

.. 2Y =30.
Note also, that between 1 and 10 inclusive, thezdiae number of numbers
and no number has occurred more than once, sigmilagtween 1 and 10
inclusive, there are five number of numbers andinage number was
repeated,
We can state that n of x is 5

nofYisalsob

In this case, the value of n is the same in bostaimces. They need not be
the same.

Suppose, X represents 0, 1, 3,5,7,9
That is one set of scores starts and includes @oatd meaningfully be the
case if you are adding up cash-in- hand in yowss;lavhere you are likely to

come across, at least, one person who has no mattelgim or her.

Note that=X still remains 25
But n =6, that is there are now six cases
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Note also that the frequency of occurrence of aastiqular score in the
group of scores (X) is 1

Thus, frequency (f) of 9 =1
Similarly frequency (f) of 7 =1

Exercise 3.2

Take the example X =0, 1, 3,5,7,9 write down tlegfiency of occurrence of
each scores (f) now takd-. What did you observe?

Frequently, a set of scores (Y) may have to beraatatd from a set of scores
(X).

It is written as X-Y, meaning take the set of &sorin X and subtract
corresponding scores in Y.

Two sets of scores can be multiplied with eachrotliteis written as X.Y

Here the dot (.) is used to represent the moreli@mmultiplication sign, in
order to avoid confusing it (X) with the X- varigbbr set of scores. A very
special case of multiplication is when you multiglyscore by itself as in 4.4
=16 = 4. or a set of scores in which each score is migtipby itself, as in
X.X = X?Y.Y = Y? This form of representation of the process isipaarly
useful, when you want to multiply X by itself abg itself, namely X, X, X,
= X3 You must learn to distinguish between a6 in 3 = 3x3x3 =27 and 3x
= 3 x which is x multiplied by a factor of 3, as 33 = 9, 3x4 = 12, 4=
4.4.4 = 64. Similarly, X may be divided by Y andsitwritten as'/,.

Exercise 3.3
(i) How would you interpret E(X-Y)?

Note that according to the rules of mathematicaragpons, whenever you
see brackets in a combination of mathematical ojp@rayou must first
complete the task required in the bracket. Insdn@e manner, the "of", "dot"
square or multiplication sign takes precedence otleer operations, other
than brackets. Division comes next in the ordgoretedence. The addition
and subtraction are done in that order of precesleiNote also that the signs
which accompany a numerical figure or its represtgon are determined by
what sign is the product with another.

Another very special case is when you takeand divide byzF.

You would have observed thaF = N, total number of scores.

The combined operatior’sX/N, means add up all the scores in X and divide
by the total number of scoresX/N
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The product of this process is described as ththietical Mean or simply,

the mean of the scores. The mean has a speacigicagce in statistics. Itis

the figure which is most often used to represelasirge set of figures. You

would often learn, "what is the mean performancgair class in a Maths
examination?" The mean gives a representative oflé&@w each person has
performed. What is the mean temperature? The nsgpgives an idea of
how hot or cold the environment is over the year.

What is the mean salary grade level of primary stteachers? (GL 05).
The mean of a set of scores(X) is represented_bprxnounced as x-bar.

SX = X

N
Exercise 3.6
() Take X =0,1,3,5,7, 9whatis X?

(i) Take Y =2, 4, 6, 8, 10. What is Y?
Gi)ifX=1,3,57,9 }
and Y = 2,4,6,8,10}what B(Y-X)/N?

40 CONCLUSION

Remember that our task is to learn to handle largeunt of numerical data
in concise meaningful ways, which all would undanst, statisticians have
invented all kinds of notations/shorthand /symhiblat would enable you
describe data and what mathematical operationbe&arried out on them.

Next we can now take a deeper look at the natudata types, the way they
are derived from measurement and the various measunt scales that are
used. The nature of the object to be measuredates the type of
measurement that is done and the scale that is. uSéte type of data
obtained determines the kind of statistical analyisat is appropriate.

5.0 SUMMARY

In this unit, you have learnt how to represent tao$enumbers with letter X
and another set with Y. you have learnt that teehly multiple sets of
numbers can be represented by convenient Romaala) P, Q, R, S, T,
Or A, B, C, D, etc.
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However, some particular alphabets are commonlyd usetextbooks to

denote particular concepts or processes. In daodeemain intelligible it is

important that you learn to adopt one style andge that style consistently.
Regardless whatever style you adopt, the statistihods involved, the
actual procedures for handling the data remainsdrae. The mean at all
times is the sum of all scores divided by the nundfescores. The sum of
the frequency of each score is the same as tHentotgber of cases or scores.

SF=N andEX =X, 3Y = Y
N N

6.0 TEACHERS MARKED ASSIGNMENT

1. What do these symbols used in statistics starid f

™

<
X =Z 7 X|

Vi.
vii. +
viil. =
iX. +
x. 2f
Xi. X2

Xil. X
7.0 REFERENCES, FURTHER READING AND OTHER SOURCES
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Statistical Techniques of Analysis. ES 333
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Unit 4

MEASUREMENT SCALES.

1.0

2.0

INTRODUCTION

All data are derived from some kind of measuremeiihe scores in a
football tournament are measures of how many gaeabs scored by
competing teams. At the end of the tournamenthall you see is a record of
performances

Such as: Lion 3 -2 Super Eagles
Enyinba 1 -2 Jets

Shooting stars 0-0 Abiola Babes
Katsina United 0 — 3, 1. Nationale

Note that these scores are really counts of gasieed and that there is no
half - goal! Note also that we can talk about togalls scored in the
tournament and goal differences but we cannot piultor divide goals

scored.

Compare the scores in a tournament situation ghscores of students in
your Physics class. Typically, students are scoret a total possible score
(say 20) as determined in the marking scheme. udesit who scored 3 out
of 20 may know the correct answers but has notoreggd according to the
pre-determined marking scheme.

This type of information, score, is obviously diéat from the type we got in
the football tournament. It must mean that eagbatbevent or phenomenon
must have its own peculiar way of scoring it. Timmt is concerned with the
various scales that are used to measure diffegarables.

OBJECTIVES

At the end of this unit, you should be able to;

(i) Distinguish between the four measurementes;al

(i) Classify data/scores according to their memguscales,

(i) Define a variable and classify a variableegiher discrete or continuous
(iv) Conceptualize what kinds of analyses are pdssivith what types of
data/scores.
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3.1

SCALES OF MEASUREMENT

Measurement refers to the assignment of numbersbject and events
according to logical acceptable rules. The numib@rge many properties,
such as identity, order and additivity. If we cagitimately assign numbers
in describing objects and events, then the prageei numbers should be
applicable to the objects and events. It is essetd know the different

kinds of measurement scales, as the number of pirepapplicable depends
upon the measurement scale applied to the objeetgents.

Let us take four different situations for a cla8® students:

* Assigning them roll nos. from 1 to 30 in no partaay manner or on
random basis so long as no student has more th@anwnber;

» asking the students to stand in a queue as per tiegghts and
assigning them position numbers in the queue fram3D;

* administering a test of 50 marks to all studend awarding marks
from O to 50, as per their performance;

* measuring the height and weight of students andngaitudent-wise
record.

In the first situation, the numbers have been assigpurely on arbitrary
basis. Any student could be assigned No. 1 whieane could be assigned
No. 30. No two students can be compared on thes lmdsallotment of
numbers, in any respect. The students have bé&ehethfrom 1 to 30 in
order to give each an identity. This type of saaléescribed as a nominal
scale. Here the property of identity is applicabig the properties of order
and additivity are not applicable.

In the second situation, the students have beeignask their position
numbers in a queue from 1 to 30. Here the numbesimot arbitrary. The
numbers have been assigned according to the hafighe students. So the
students are comparable on the basis of their tegigh there is a sequence in
this regard. Every subsequent child is taller tthenprevious one, and so on.
This type of scale is described as an ordinal scilere the object or event
has got its identity. as well as order. As thdfedence in height of any two
students is not known so the property of additibnwnbers is not applicable
to the ordinal scale.

In the third situation, the students have been deéamarks from 0 to 50 on
the basis of their performance in the test admenest on them. Consider the
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marks obtained by 3 students, which are 30, 204@nkspectively. Here, it
may be interpreted that the difference betweerpérormance of the 1st and
2nd student is the same, as between the performaintee 1st and 3rd
student. A student getting 0 marks cannot be destras having zero
achievement level. No student who has attemptedtebt would score 0
marks, since the scores are relative to a marlkéhgrmee. Similarly, the 2nd
student cannot be said to have half the intelligevfcthe 3rd student, simply
because the 2nd has 20 and the 3rd has 40. Tafyscale is described as
interval scale. Here the properties of identitydes and additivity are
applicable. Note also that the scores can haetidral values.

In the fourth situation, the exact physical valpestaining to the heights and
weights of all students have been obtained. Hezevalues are comparable
in all respect. If two students have heights dd £&h and 140 cm, then the
difference in their heights is 20 cm and the heghre in the ratio 6:7. This
scale refers to ratio scale.

Exercise 4.1

Which of the four measurement scales is being usedhe following
examples:

a. Age of students of your school.
b. The roll numbers assigned to the students of &.clas

c. The rank of students’ of SS Il of your school ihet NECO
Examination.

d. The marks obtained by the students of JSS in fech.

e. Year group of SSS students

f. Letter grades (A, B, C, D, E) in on essay Exanimat

g. Amount of money with students in the class.

h. Nationality of participants in an International Gerence.

i. Courses in which students are registered.

J. Shoe sizes of JSS 1 students in a Federal Govetr@mts College.

k. Number of books on the shelves.

I.  Enrolment of children of school age in a LG Area.

m. The size of a family.

n. Height of school children.

3.2 TYPES OF VARIABLES

A variable is any characteristic or property ofadoect event or phenomenon
that can take on different set of values or quediti We have used this
concept so far to describe anything to which nucaérfigures (such as
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scores in a test) or qualitative descriptions canabcribed (such as Low,
middle and high male/female).

Variables may be classified as qualitative or guinte.

A qualitative variable is one which can be desdillby assigning names,
such as male or female. Class I, II, 1, IV, V\. Qualitative variables

usually take on finite sets of values, that is, yamnot associate fractions
with qualitative variables. The measurements aserete. Thus, discrete
data are associated with either nominal or orddnales of measurement.

A quantitative variable is one which can be meakuusing an acceptable
scale and procedure, to assign numerical valuesianfQative variables

usually take on continuous sets of value. The veluoh water can be

measured using a measuring glass. Grains can lbsunmeel using “the

mudu”. Body temperature can be measured usingthreeters.

In all these cases, the values can have fractionbk the fractions are
meaningful. Thus, continuous data are usually @asal with interval and
ratio scales of measurement.

3.3. PARAMETRIC VERSUS NON PARAMETRIC STATISTICS .

You have now learnt that the type of data you hdegends on the type of
movement you have made. The type of measuremantmake is itself

dependent on the characteristic or property oflgaab or event that is being
measured. If your "measurement” is about an obgectevent that is

described by counting, classification, categoraati'order of* degree of ™

or "extend to" we say you are doing qualitative lgsia and the data are
qualitative. A critical analysis of a historicalent is a qualitative analysis.

Qualitative data can be verbal, as in gender ¢leason male/female and in
the measurement of attitude to specification of etting; strongly disagree,
disagree, agree, strongly agree. Note that theaktigs, male and female,
strongly disagree...strongly agree, can be condddenumerical figures for
instance, we can say male =1, female = 2.

So that, in an analysis where this conversion leas ldone for the variable of
gender, each time you see gender=1, we know wealkieg about males and
when gender=2, we know we are talking about femihese conversions do
not make them any less qualitative, because ircdss, you cannot add 1+2!

It is simply meaningless in this context. Furthere) between 1 and 2 is a
1% gap. There is no 1% or 1.75. It is either RorThere’'s no number
before 1 and there are no numbers after 2.
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In short, we cannot do much mathematical operatioith the figures
derived from qualitative data.

The statistical analysis which are associated wgjthalitative data are
described as non-parametric.

If, on the other hand, your measurement is aboublgect or event that is

continuous, such as time, weights, heights, scorestest, temperature and
intelligence, then the data is continuous and ttetistical analysis is

guantitative. Most scientific experiments involveasurements of attributes
which are continuous in nature; scientific data #uerefore almost always
numerical and can be treated mathematically. Tbay be added or
subtracted, multiplied or divided. The statisticahalyses which are
associated with quantitative data are describgrhesmetric analyses.

These concepts can be represented diagrammatsaibllows.

Variable:

aAneluend

Qualitative

Continuous Dal

Discrete Data

8

3 oo

B &S

£ 3

g 2 Interval Ratio

b Data Data
Non-parametric Data parametric

Conclusion

In this unit, you have learnt four types of meamant scales that give rise to four
types of statistical data, namely:
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i. Nominal data recognized by name (from the Frenclichvils nom) e.g.
names of staff.

ii. Ordinal data recognized by order/rank but no magieitsuch as academic
titles and ranks (Professor, Associate Professemjob Lecturers, Lecturers
etc).

iii. Interval data recognized by the meaningfulnessaof gcores between units
and equality of units but no absolute zero (etge)rheter ruler.

iv. Ratio data recognized by the characteristics dtudds associated with
interval data in addition to a nominal and ordidata,
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UNIT 5

ORGANIZATION AND PRESENTATION OF DATA

1.0

2.0

3.1

INTRODUCTION

So far you have been exposed to the various typesta, you have learnt the
scales of measurement or the levels of measurersetkin generating data,
we shall move forward in the handling of data bsaaging and presenting
the data using different methods. This is a steg@tds the analysis of data.
Although we have always emphasized that statiggie®out large amount of
data. We shall be using relatively small amountlafa in this course, in
order to enable you learn the methods very well tanénable you do the
calculations conveniently by hand.

OBJECTIVES
At the end of this unit, you should be able to:

i. Arrange a given set of scores in a given order.

ii. Prepare a composite frequency distribution tabiebfith ungrouped
and grouped data.

iii. Represent a given data using ideograph/pictograms.

iv. Deduce some elementary characteristics of a conepasible
containing grouped data such as class intervdlineiés etc.

ORGANIZATION OF DATA

When a statistician is confronted with data, thetfthing he does is some
kind of organization. Organization of data invavéhe arrangement or
grouping of data in order of magnitude or accordirig the
species/type/kind/form/ or pattern. Naturally datascores collected from
observations are disorderly and not arranged in @wayner. There is
therefore a need to organize the scores in an.order

When the number of data collected is small, sucim asclass of 5 students.
If they are given a test, the teacher will list t@mes of the students and
against each name he will write down their scor€le teacher can use the
scores to identify the highest, the lowest, thediaiektc.

However, when the number of students involvedngdathe simple listing of
names and scores will not make it easier for prapafysis. Sequencing can
be used.
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Example 5.1 in a mathematics test given to 30 siisdi@ a class, the scores
obtained out of a maximum of 10 were as follows:

7,5,3,9,5,8,4,7,4,2
3,2,5,6,4,8,6,4,7,6
5, 7,6,8,5,4,7,3,5,6

These scores are not arranged in any order. Thaybe arranged in
ascending or descending order, as follows.

2,2,3,3,3,4,4,4,4,4
5,55,55,56,6,6,6
6,7,7,7,7,7,8,8,8,9

This is called sequencing; it simply means orgagzhe data in a logical
order, either in ascending order, from the lowesthe highest scores or in
descending order, from highest to lowest scores.

Activity 5.1

Given that a class of 40 students was given drtdésthnical drawing, out of
a maximum of 15 marks, the following scores werinied.

510,8,7,5,3,12,14,9, 8

7,2,0,5,3,10,11, 12, 13, 7
13,12,9,7,8,5,12,13,9,4
15, 14,10, 2,5,6,8,11,4,7

I. Arrange the scores in descending order

ii. What is the lowest score? How many people earhedhighest
score?

iii. What is the most frequent score?

iv. If the pass mark is fixed at 7. How many peoplsspd? How many
people failed?

3.2 FREQUENCY TABLE

In the last activity, i.e. activity 5.1, where yauranged the scores of 40
students in order, you noted that this method @fanising data is very
clumsy, especially when the number of scores in distribution is very

large.
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A better approach therefore is tallying and pres@m of the scores in a
frequency table. A frequency distribution is auialp presentation of data
showing how often each score or group of scoresobesred. Now let us
form a frequency table using the scores given above

Example 5.2. Given the same set of scores asampbe 5.1 above, we are
required to form a frequency table with it.

iy
LE ALt

To present the scores in a frequency table:

I.  Organise the scores in order and put in a table
ii.  Every score that is lifted, is neatly cancelled taitied
iii.  Each complete bundle of tallies has 5 tallies in it
iv.  The tallies are counted for every score and writierthe frequency
column
v. The table is drawn

Score| Tally F.
2 | 2
EIE
4 M 5
5 | s
6 M 5
7| 5
8 | 3
o || 1
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Activity: 5.2

Present the data below in a frequency table
5,10,8,7,5, 3,12, 14,9, 8,
7,2,0,5,3,10, 11,12, 13,7
13,12,9,7,8,5,12,13,9,4
15, 14,10, 2,5,6, 8,11, 14,7

The type of data presented above is called ungobdpga. You will note
that most of the times data collected and recoesgmcially from the social
sciences and education may be so many in numbersuch a situation we
need to group the scores so as to organize andnprigeem. This is because
it is cumbersome to study or interpret large dataout grouping it, even if it
is arranged sequentially. The data are therefayanized into groups called
classes and presented in a table which gives #wgiéncy of each group or
class. Such a frequency table gives us a betaabwiew of the distribution
of data and enables us to rapidly understand irmpbiharacteristics of the
data.

Example 5.3
The scores of a group of students from an exanonatiere recorded as
follows:

82, 56, 68, 74, 86, 80, 83, 91, 70, 67
76, 92, 86, 65, 81, 61, 63, 65, 62, 73
68, 66, 78, 66, 81, 82, 63, 55, 93, 71
62,84, 78,72,71, 70, 76, 80, 61, 59
93,87, 71,73,77,88, 58, 70, 79, 55
70, 69, 68, 56, 87, 82, 67, 58, 87, 71
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78,68, 72,72,77,86, 77, 80, 90, 69
71,75, 76, 81, 81,48, 72,76, 78, 75

These scores can be grouped and presented in @wef®g table using the
following tips:

Find the range: the highest score minus the los@ste. In this case,
it is 93-48 = 45

Decide on how many classes or groups you want.s @apends on
the size of data, but between 5 and 20 groupsea@mmended. For
very large data, 10 to 20 groups are recommendedobuelatively
small size use between 5 and 10 groups.

The width of the intervals or class interval (Gsl)got by dividing the
range by the number of classes.

e.g. range =45

number of classes = 10

.. Class interval £%/,0=4.5=5
The length of class interval preferred is
2,3,5,10 or 20

Group the scores and tally as usual.

S/No| Group or C. I.| Tally F
1 |93-97 | 2
2 | 88-92 || ] 4
3 83 — 87 n 8

[T
4 | 78-82 M N T 15
5 | 73-77 TN TN ] 12
6 |68-72 NN TN | 20
7 |e3-67 THI| | 8
8 |58-62 TH | 6

9 |53-57 || ] 4
10 | 48-52 | 1
N = 80
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Activity 5.3

Present the data below in a frequency table, udass interval of 5.

15, 8, 12, 18, 44, 30, 15, 18, 23, 6
23,16, 20, 17, 21, 12, 12, 23, 25, 13
19,17, 17, 28, 13, 17, 17, 28, 18, 16
20, 7,14, 8, 15, 27, 10, 19, 13, 15
18, 10, 8, 11, 16, 40, 18, 21, 14, 27
15, 32, 28, 22, 10, 9, 18, 12, 25, 25
18, 20, 21, 18, 18, 16, 9, 8, 21, 17
29, 23, 14, 14, 25, 15, 12, 10, 20, 16
24,19, 15, 11, 21, 12, 15, 8, 17, 19

3.3 COMPOSITE FREQUENCY TABLE

In both example 5.3 and activity 5.3, you have ddtee frequency tables
have only two columns when you remove the tallyuooi. But from
frequency distribution we may have other columngiead for relative

frequency, cumulative percentage distribution.

table becomes a composite table.

Whieese are added the

Before we move to the composite table, let usarghese terms.

Relative frequency: This tells us the proportiorited total interval of
each score or group.
Cumulative frequency: This shows the number of esawhich are
below the upper limit of each class interval.

Cumulative percentage distribution:

This tellsthe percentage of

scores which are below the upper limit of each<claterval. Now,
let us construct a composite frequency distributiable using the
data in example 5.3

Example 5.4

S/No | Class Int. F R. F. C.F. C%

1 93 - 97 2 | %lg0=0.025 | 2+4+8+15+15+12+20+8+6+4+1=88"g; x *°/; = 100%
2 88 -92 4 | %g=0.050 | 4+8+15+12+20+8+6+4+1 = 78/50x 1%/, = 97.5%
3 83 - 87 8 | %5 =0.100 | 8+15+12+20+8+6++4+1 = 7850 x '/, = 92.5%
4 78 —82 15| /g0 = 0.180| 15+12+20+8+6+4+1 =pB7/gc x %/, = 82.5%
5 73-77 12| /50 = 0.150| 12+20+8+6+4+1 35150 x 1%,=63.75%
6 68 — 72 20| */g0 = 0.250| 20+8+6+4+1 =39 | *¥gox °/,=48.75%
7 63— 67 8 | %g=0.100 | 8+6+4+1 =19 | ¥/gc x 1%/,=23.75%
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8 58 - 62 6 |%50=0.180 | 6+4+1 =11 | g x 1%,=13.75%
9 53 — 57 4 | %g=0.050 | 4+1 =5| /g0 x *%/; = 6.25%
48 -52 1 | Yg=0.125 | 1+0 =1 | Y50 x %%, = 1.25%
= 80
Activity 5.4

Present the data in activity 5.3 in a compositéethhving columns:

I. class interval, ii. Frequency iii. Relatifrequency iv. Cumulative
frequency and v. cumulative percentage frequenc

3.4 PICTOGRAMS OR IDEOGRAPHS

So far you have learnt how to present data usihtes. Now, you are going
to see another method of presenting data. Ththadds called Pictograms
or Ideographs. It involves the representationrougs of numerical data by
the use of some pictures or diagrams. This i®dmth that a single picture
or diagram represents a specified number of sciteess or objects.
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Example 5.5

Given that the population of some towns in Abiat&tre as follows (this is
hypothetical):

Town

Aba Umuahia| Ohafia Bende Ukwa Obingwa

Population| 4,500,000/ 4,000,00 3,500,000 3,000,000 2,500,00000%)00

This table can be represented with ideographswhis First, we choose a
convenient and representative picture which wilpresent a specified

number. For instance, you can say J& repres 00,000 people.
Therefore, Aba has
Aba=ffff Umuahiafjff

Ohafia= £ £ £ %
Bendel =% £ T Ukwa =X £ %
Obingwa =ff§jf

Example 5.6

Given the number of schools in some towns in latesas follows

Town Okigwe | Owerri | Orlu | Obowo| Oru Onuimo  Orsu
No. of | 80 100 105 65 50 45 30
Sch.

We can decide to say@ represent 10 schodienT

MWL\ ALN NN SN /A
Owerti /& /NN /N /A /A AA AL
o NSNS\ SN A A

>
>
>
>

obowo /N /N LN S\ LN L\ s
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Oru

Onuimo/s\ /s\/s\ /s\
orsu /A /A /A

Activity 5.5

tn

Present the following data in ideographs
a. No of houses in the following towns

i. Enugu 850,000.

ii. Kaduna 700,000

iii. Kano 650,000

iv. Onitsha 750,000

v. Ibadan 920,000

vi. Benin 680,00
vii. Port Harcourt 930,000
viii.  Umuahia 800,000

iXx. Minna 540,000

b. No of palm trees in the plantations:

i.  Erei=1,000,000 v. Ngbei = 450,000
ii.  Ulonna = 950,000 vi. Ihe = 200,000
ii.  Ada = 800,000 vii. Nkwo = 325,000
iv.  Zaki =500,520 viii. Ihitte = 600,000

c. List the demerits of this method
40 CONCLUSION

In this Unit you have been exposed to the varioagswof organizing and
presenting your data. Since in education you balinvolved in generating a
lot of numerical data from examinations, tests aesearch results, it is
expected that you will not be in a tight cornerfasas handling the data is
concerned. You can decide to take any method ¢sept your data for
analysis.
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5.0 SUMMARY
In this Unit you have seen how to arrange datarderoeither ascending or
descending, this is referred to as sequencing taisdcalled organization of
data. You have also learnt how to present data firequency table, using
tallies in both ungrouped and grouped data. Fnecyanplies the number of
occurrences in a particular group or set. In ¢mig too, you have learnt how
to group data using class interval which is gotdbyding the range by the
number of groups. Remember that the number ofpgrdsl dependent upon
the size of the data. For not too large size, BQtas recommended, but for
large number of data, the recommended number afpgres from 10 to 20.
You have seen how to construct a composite frequdrstribution table to
include the class intervals, frequencies, relatireguencies, cumulative
frequencies and cumulative percentage distribution.
Apart from sequencing and tabular presentationshgme learnt that pictures
or diagrams can be used. Other methods of pregedéta called graphical
methods will be seen in the next unit.
6.0 TUTOR MARKED ASSIGNMENT
The scores of 80 students in a technical drawiragrémxation were given as
follows:
68, 84, 75, 82, 68, 90, 62, 88, 76, 93
73,99, 88, 73, 60, 93, 71, 59, 85, 75
61, 65, 75, 87, 74, 62, 95, 78, 63, 72
66, 78, 82, 75, 94, 77, 69, 74, 68, 60
96, 78, 89, 61, 75, 95, 60, 79, 83, 71
79, 62, 67, 97, 78, 85, 78, 65, 71, 75
63, 80, 73, 57, 88, 78, 62, 76, 53, 74
86, 67, 73, 81, 72, 62, 76, 75, 85, 77
1. Group the scores with a class interval of 5 and theegroups to form a
composite table.
2. Arrange the scores above in ascending order of rualgn
3. What is an ideograph?
Given that the numbers of books in a local Library as follows:-
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e Section A
e Section B
e Section C

e SectionD
» Section E
e Section F
» Section G
 Section H

5,000
7,000
15,000
3,000
1,500
6,300
2,800
3,500

Represent them using ideographs.
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7UNIT 6
GRAPHICAL REPRESENTATION OF DATA
1.0 INTRODUCTION

Data which are shown in tabular form as you haws se the last unit, can
also be displayed using graphs. You will note thatvell constructed
graphical presentation is the easiest way to shoiven set of data. In this
unit the graphical methods of representing datgatistics, such as bar chart,
pie chart, histogram, frequency polygon. Cumukatirequency curve and
cumulative percentage curves will be explainedidnstrated.

2.0 OBJECTIVES.
At the end of this unit you will be able to:-

i. represent statistical data using the bar graph

il. construct a pie chart to represent statistical data

iii. construct a histogram when given a set of data

iv. represent a given set of data in a frequency polygo

v. produce a composite table and construct a cumel&tguency curve
vi. explain cumulative percentage curve

3.1 BAR GRAPH

You are familiar with graphs and their construcsionin your mathematical

lessons or science lessons in your secondary sclaysl you were used to
plot graphs. The bar chart or bar diagram or baply involves using

orthogonal reflections or shadows of bars or regitar bars of equal breadth
and different heights or lengths to represent étwet Like every other graph
which you are used to, the bar chart has two axbgh are the frequency
axis or the vertical axis and the item axis orlthazontal axis. The height of
each bar is proportional to the frequency.

Example 6.1
Given that Mr. Adewale’s farm has the following raails:

Animals Cow Goat | Pig Rabbit| Sheep Dog

Frequency 25 50 80 150 120 10

Represent the data in a bar graph
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You remember that the frequencies are plotted ervétical axis. Therefore
note that the highest number on the frequency & 1Since it is difficult to
divide the frequency axis into 150 units, we choas®iitable scale. Let us
take 1 cm to represent 10 units along the frequexéy. So we set up the
axes as shown.

160

140

120

100

80

60

40
20

Cow Goat Pig Rabbit Sheep Dog

»

Animals

»

In constructing a bar chart there are some verynapt notes to take. These

are:-

i. Bars in a bar chart do not touch each other. TEhizecause
items or data represented here are discontinueshavel no
natural boundaries or common units of measuremeniden
one another. In other word the variables are discand the
classes are not comparable in terms of magnitide.graphs
are used for presentation of discreet data.

il. No bar can touch the lines of the frequency axis.

iii. The unit of measurement on the horizontal axis & n
important. So bars are equally spaced and areuHl evidth
on the horizontal axis.

Activity 6.1

Represent the following data in a bar chart.

A
Crops Yam Cassava| Maize Potatogs  Fruits Vegetabl
Frequency| 500 kg 2000 kg 900 kg 1500 kg 800 kg K300

B
Colours Red White Yellow | Black Blue Brown| Pink
Frequency 360 120 500 80 450 200 300
NOUN 50



EDU 701 STATISTICAL METHODSI

3.2 THE PIE CHART :
The word pie can be traced to the British circuf@e dish or the
Mathematical pie. While the pie chart involvesngsa circular construction
to represent the statistical data, such that tia dee placed in sectors got
using proportions that represent the frequencies.
Example 6.2

Mr Obi’s livestock farm has the following animals:

Animals | Cow Dog Goat Pig Rabbit Turkey Sheep Total

Frequency 15 30 90 45 150 108 102 540

Represent the data in a pie chart.
To do this, you will follow the steps below:

i. Find the total number of cases or items or freqgigsnice. 15 + 30 +
90 + 45+ 150 + 108 + 102 =540

ii. Divide each frequency by the total frequencies, 1%540, 30/540,
90/540, 45/540 150/540, 108/540, 102/540

iii. Multiply the results above by 380 You know that a circle is made
up of 360. i.e. 15/540 x 360/1, 30/540 x 360/1, 90/540 x /260
45/540 x 360/1, 45/540 x 360/1, 150/540 x 360/1 etc

iv. Complete the table as shown below:

Animal Cows | Dogs| Goat§ Pig§ Rabbits Turkey SheemtalT

Frequencies 15 30 90 45 150 108 102 540

Degrees 10 | 2@ 6 3¢ 100 72 68 360

v. Use a pair of compasses to draw a circle

vi. Use a protractor to measure and draw in the araglesrding to the
degrees obtained in (iii) above.

vii. Write in the groups or items into the sectors teatesent them. This
is the pie chart.
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Rabbits

Activity 6.2

The table below shows the frequency distributiorstoidents offering some

subjects in SSCE in 2001/2002 session in a secgrstdirool in a state in

Nigeria.

Complete the table and use it to construct a pagtch

Subject Maths| EnglishPhysics| Chem.| GeographyT. | Agric | Total
D.

Frequency 180 200 80 50 90 45| 60

Degree
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3.3 HISTOGRAM

You will recall from example 6.1 that bar chartse aronstructed with
rectangular bars of equal width and different hisghhich correspond to the
frequencies. The histogram is also representednedtangular bars. But the
bars are not separated as is the case with thehbar Can you guess why?
This is because the data here are continuous tit&tgfore, the continuity is
shown at the base of the rectangles. The histogsaherefore a bar graph
frequency distribution in which the bars are nqissated.

The histogram is constructed by plotting the frewies against the scores or
class boundaries of corresponding class intervals.

You have noted the introduction of class boundamm®. Class boundaries
mark the limits of a class interval or group. ther words a class interval or
group has two class boundaries:- the upper classdasy and the lower

class boundary. Let us take the group 62-67 fetaimce, the upper class
boundary is 67 and the lower class boundary isB@t in the histogram we

make use of the Real limits. So we have the makt limit and the real

upper limit. In this case the real lower limit6$.5 and the real upper limit is
67.5. For you to understand it more, take the remipfor instance. The

Real lower limit or boundary is 0.5 and the Regbexpboundary or limit is

1.5. So | can be described with its real limit$rasn 0.5 — 1.5.

To plot the graph;

i. Draw the vertical and horizontal axes (it is easteuse graph papers
where the lines are already drawn).

il. Mark the real class boundaries along the horizoema or the score
axis.

iii. Mark the frequencies along the vertical axis.

iv. Construct the bars for each class boundary with eghh
corresponding to the frequencies.

Example 6.3

Scores of 100 students in an introductory technolegt were grouped as
shown in the table below. Use the table to corstithistogram.
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Steps to follow:

i. Complete the composite table as shown
ii. Plot the points marking the bars and using the

frequencies against the real class boundarieg siitable scales, lets use 2
cm to represent 3 units on the frequency axis.

S/No | Class Interval Class Boundaries M. Pt or =
Lower | Upper Class M
1 60 — 64 59.5 — 64.5| 62 2
2 55 - 59 54.5 — 59.5| 57 2
3 50 — 54 49.5 — 545 | 52 6
4 45— 49 44.5 — 495 | 47 8
5 40 — 44 39.5 — 445 | 42 12
6 35-39 34.5 — 39.5| 37 14
7 30-34 29.5 — 345| 32 24
8 25 -29 24.5 — 29.5| 27 12
9 20 — 24 19.5 — 245 | 22 16
10 15-19 14.5 — 195| 17 4
N = 100
> Scores
Points to note:-

I.  The horizontal axis otherwise called abscissa sgpis the score
possibilities, which may be single scores or classrvals. In the
case of grouped data, the abscissa is usually ichaKeby the mid
points or the real limits of the intervals.

ii.  Start on the left with the lowest values and thesceed to the right
with as many internals as are necessary to indlidbe scores. Do
not extend this axis to zero, unless scores of penoear zero have
been observed. By convention, leave an emptyviaket both ends
to show zero frequency in those intervals.

iii. The vertical axis otherwise called the ordinate reepnts the
frequencies. This axis is marked off with zerotla bottom and
moves upwards to the greatest frequency.

Iv.  The selection of the distance or scale along edkexis arbitrary, but
it is a convention among statisticians to followe & high rule”. This
states that the vertical axis should be laid oghdhat the height of
the maximum point or highest frequency is approxatya¥s of the
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3.4

Vi.

length of the horizontal axis. (Take note of thiee when ever you
want to plot a graph in statistics).

A bar or rectangle is drawn above each score iateon the

horizontal axis. The width extends from the loweal limit to the

upper real limit of the intervals. Bars are adigd® and touch each
other to show the continuity of the scores in atiomous data.
Where there is zero frequency, leave an empty spaicgerval.

The vertical axis should be labelled for frequentyle the horizontal

axis is also labelled to show what is being meabypeg. scores,
height in, weight in gms, time in seconds, tempeeain degree c/f
etc). Always put the descriptive title indicatimghat the graph is
showing.

Activity 6.3

Given below are the frequency distributions ofugped scores for a set of
students in a Geography test. Prepare a comptaile and use it to
construct a Histogram.

S/No | Class Interval F

1 42 - 44| 2
2 39 - 41| 2
3 36 - 38| 4
4 33 - 25| 5
5 30 - 32| 9
6 27 - 29| 12
7 24 - 26| 21
8 21 - 23| 15
9 18 - 20| 10
10 15 — 17| 6
11 12 - 14| 3
12 9 - 11 1

THE FREQUENCY POLYGON

You have learnt how to construct graphs but thehligayou have so far
constructed in this unit were bar graphs. Theueagy polygon considers
the frequencies against the scores as in the H&tggbut this time the

polygon is a line graph which uses the frequenagesnst the class marks or
the mid points of the class intervals. It is apfirgoining the points of

interception between the two points marked or shbwiXs or dots. These
points are joined with straight lines which are maol rest on the horizontal
axis. It can also be plotted on a histogram, higttakes time.
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Example 6.4

Consider the group scores obtained from a compaience test by a group
of students in a school.

S/No | Class Interval Mid pt X F

* 60 — 64 62 0
1 55 — 59 57 2
2 50 — 54 52 2
3 45 — 49 47 6
4 40 — 44 42 8
5 35 — 39 37 12
6 30 — 34 32 14
7 25 — 29 27 24
8 20 — 24 22 12
9 15 — 19 17 16
10 10 - 142 4

* 5 — D 7 0

Steps to follow:

i. Complete the composite table with the followingurohs as shown
above — class interval, class mark or mid pointfagguency.

ii. Set up the vertical axis for the frequencies amdhbrizontal axis for
the mid points, with suitable scales.

iii. Add one interval with zero frequency each sidet @efight)

Y Mark the points of interception and join withreaght lines
On the vertical axis, let 1 cm represent 2 units
On the horizontal axis, let 1 cm represent 5 units
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26

2 /

2 /)

’ /1

. \

° R

14 / \

2 [\

1 / \

7| 12| 17 22|27 32 37|42 47| 52| 57| 62| 67

v

Scores

Activity 6.4

Marks obtained in statistics by a group of studearts grouped in a table below.
Represent the scores in a frequency polygon.

NOUN 57



EDU 701 STATISTICAL METHODSI

S/No | Marks F

1 85 — 89 1
2 80 — 84 2
3 75 — 79 6
4 70 — 74 10
5 65 — 69 15
6 60 — 64 25
7 55 — 59 38
8 50 — 54 20
9 45 — 49 13
10 40 - 44 5

3.5 CUMULATIVE FREQUENCY CURVE

You have learnt that cumulative frequency showstlmaber of scores which
are below the upper limit of each class interv&he cumulative frequency
curve which is otherwise called Ogive is a graph tbé cumulative
frequencies against the scores or the real exadtsliof the class interval.
The points of contact represent the cumulativeueagies at the exact upper
limits of the intervals.

You will have to take note that the general trehthe Ogive is progressively
rising, there are no inversions or set backs. dpweard rise is not a straight
line. It usually takes the shape of a shallow While the upper branch
approaches its limit N gradually, the lower braraghproaches its limit of
Zero but not as gradually as the upper branch.

Example 6.5
Represent the grouped data below in a cumulatéguency curve or Ogive.

Frequency curve or Ogive

S/No| Class interval F
1 55 - 50| 1
2 50 - 54| 1
3 45 - 49| 3
4 40 - 44| 4
5 35 - 39| 6
6 30 - 34 |7
7 25 - 29|12
8 20 - 24| 6
9 15 - 198
10 10 - 14| 2
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STEPS TO FOLLOW

S/No Class Interval | F. U. L F. C.F
1 55 - 59, 59.5 1 50
2 50 - 54| 545 1 49
3 45 - 49| 495 3 48
4 40 - 44| 445 4 45
5 35 - 39 395 6 41
6 30 - 34 345 7 35
7 25 - 29 295 1 28
8 20 - 24 245 6 16
9 15 - 19 195 8 10
10 10 - 14 145 2 2
N = 50

i. Complete the composite table to include, the regleu limit (RUL)
and the cumulative frequencies (C. F.)
ii. With suitable scales draw the vertical and horiabmaixes, with the
vertical axis having the cumulative frequenciesjlevthe horizontal

axis has the real upper limits

iii. Match the cumulative frequencies against their esponding real

upper limits and join with a smooth curve.

S/No| C. I F.
1 95 -99 2
2 90-94 4
3 85 -89 6
4 80-84 10
5 75—-79 14
6 70-74 14
7 65 — 69 50
8 60 — 64 40
9 55 -59 33
10 50-54 8
11 45 - 49 6
12 40-44 1
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For the scales: let us say 1 cm represent 4 unith® vertical axis and 1.5
cm represent 5 units on the horizontal axis.

Activity 6.5
Use the table given in the activity 6.4 to constraccumulative frequency
curve.

3.6 CUMULATIVE PERCENTAGE CURVE
You have finished activity 6.5 look at the curveuylsave obtained. Recall
that you obtained the curve using cumulative fregies against the real
upper limits. Now, if you convert the cumulativeduencies to cumulative
percentages and then use the values against tloe wgqaer limits, you will
get the same curve. So in some situations, we wigh to use the
cumulative percentages instead of cumulative fregies in the construction
of the curve. In this case the cumulative freqiesnare converted to get the
shallow S-curve. The advantage here is that one \ea&y quickly
approximate the percentage of the total numberaskg which fall below
certain scores.
Activity 6. 6
Construct a cumulative percentage curve usingdhewing data.
S/No| Class Interval F
1 85 — 891
2 80 — 84 2
3 75 — 79 6
4 70 — 74 10
5 65 — 69 15
6 60 — 64 25
7 55 — 59 38
8 50 — 54 20
9 45 — 49 13
10 40 — 44 5

4.0 CONCLUSION
In this unit, you have been exposed to the variymses of graphical
representation of statistical data, and their apgibbns in representing the
data. As teachers who generate data often, youckaose any of these
methods at any time, depending on what you wangcesent your data for
easy interpretations.
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You can go through these methods again for youctise and familiarise
yourself with them. Once again they are Bar chgig, chart, histogram,
frequency polygon, cumulative frequency curve anthulative percentage

curve.

5.0 SUMMARY

In this unit, you have been able to go through witbstrations and
constructions, the graphical methods of represgmdtatistical data. These

are:

Vi.

The bar graph, which involves constructing rectdaugbiars using the
frequencies against the items to represent the data

The pie chart which involves using proportions theypresent the
frequencies.

iii. The histogram which is a bar graph frequency distron in which

the bars are not separated because the data atiaucois. Its
construction involves plotting the frequencies agaithe scores or
class boundaries of corresponding class intervals.

. Frequency polygon which is a graph that consideesftequencies

against the class marks or mid points of the glassvals.

Cumulative frequency curve which is otherwise chllyive is also a
graph, but that of the cumulative frequencies ajaime scores or the
exact limits of the class intervals.

The cumulative percentage curve, which can be sgetetimes in the
place of cumulative frequency curves, involves a@sting the
cumulative frequencies into cumulative percentagesusing them to
plot against the exact upper limits of the clagerivals. The points
are joined to get a shallow S-curve.

6.0 TUTOR MARKED ASSIGNMENT

The age distribution (in years) of a group of 20@ividuals in a community
is given in a table below.

S/No Class Interval F

1 1-10 8

2 11-20 10
3 21-30 20
4 31-40 25
5 41 - 50 38
6 51 -60 48
7 61-70 30
8 81-90 16

NOUN

61



EDU 701 STATISTICAL METHODSI

9 81-90 4
10 91 -100 1

200

Complete the composite table

Use the table to construct a histogram

Use the table to construct a frequency polygon
Use the table to construct an Ogive

apop

7.0 REFERENCES

Ogomaka, P. M. C. (1990) descriptive educationatidics: A guide to
research. Owerri, Top books.

Ughamadu, K. A; Onwuegbu, O. C. and Osunde, A.199Q) Measurement
and Evaluation in Education; Onitsha Enba.
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Unit 7
MEASURES OF CENTRAL TENDENCY
1.0 INTRODUCTION

The measures of central tendency or location aseteof bench marks or
typical scores which make precise and brief predgemt or description of a
set of data. There are basically three measuresrufal tendency which are
of interest to the statisticians. These are thannthe median and the mode.
This unit will therefore expose you to the methofifiandling or calculating
them.

2.0 OBJECTIVES
At the end of this unit, you will be able to:-

i. Define the mean and calculate the mean from a gieenf scores.
ii. Explain the median and find the median from a gisehof scores.
iii. Describe the mode and locate the mode in a givieof Seores.

3.1 THE MEAN

You are familiar with the arithmetic average whislused to find the average
performance of the students in your class, or Verage performance of
students in deferent school subjects. This is#me with the mean which is
an interval statistics and which is generally masiable, most stable and
most widely used measure of central tendency arndhathkes into account
every score in the distribution. It can be usedcamputation for more
sophisticated statistical analyses. It is equah&osum of the scores divided
by the number of scores. The symbolis x dedformula iS x ZX/N
where "X = mean

>F = Sum of
X = raw score
N = number

Example 7.1

Find the mean of the following set of scores:

10, 21, 15, 29, 22,12, 11,5, 3, 2

Mean = X =/y = 10+21+15+29+22+12+11+5+3+2 = 130

.- X =130/10=13
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The example above is used when small number ofisa&en. Most of the times,
data can come in a frequency table as in the exabgiow.

Example 7.2

Find the mean of the frequency distribution of sedvelow.

Z
o

o

OO N[OOI WINFLIW]

WINA R W AN W

N|w| S |o|o|~N|o|©|=|x

FX
30
18
32
28
18
20
16

Z
o

o

OO IN|O|O|AWIN LW

Min|w|dlo|o|~|o| o] X
o WINS D WS w|T

©

174

Steps to follow:-

i. The formula iSx =fx/>f Therefore add the next column on the table
which is fx

ii. Find>f=29
iii. Find=fx =174
iv. =X Sfx/Zf =14,9=6
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Example 7.2

Above is an illustration of ungrouped data. Whee humber of data is large and
when the data are grouped the examples above ¢drensed. So we will now go
to the next example using grouped data.

S/No | For Group Data Scores | F

1 55 - 59 1

2 50-54 1

3 45— 49 3

4 40 — 44 4

5 35-39 6

6 30-34 7

7 25—-29 12

8 20-24 6

9 15-19 8

10 10-14 2
S/No | Group Mid Pt X |F FX
1 55— 59 57 1 57
2 50-54 52 1 52
3 45— 49 47 3 141
4 40 - 44 42 4 168
5 35 -39 37 6 222
6 30—-34 32 7 224
7 25-29 27 12 324
8 20—24 22 6 132
9 15-19 17 8 136
10 10-14 12 2 24

> 50 1480

Steps to follow:

i. Find the mid points of the class intervals

ii. Find FX by multiplying the mid points with the fregncies
iii. Find thexfx =50

iv. Find theXfx = 1480

v. Find thex =xfx/Zf = 1480/50 = 29.60

The mean can also be calculated using another chaethtbed assumed mean or
deviation method. Let us take another exampl#ustiate this.
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Example 7.4
Assumed mean method or deviation method
S/No| C. I. F
1 55 -59 2
2 50 -54 2
3 45 - 49 6
4 40-44 8
5 35-39 12
6 30-34 14
7 25-29 24
8 20-24 12
9 15-19 16
10 10-14 4
S/No| C. I. CM | F X FX
1 55-59 57 2 5 10
2 50-54 52 2 4 8
3 45 — 49 47 6 3 18
4 40 - 44 42 8 2 16
5 35-39 37 12 1 12
6 30-34 32 14 0 0
7 25-29 27 24 -1 -24
8 20-24 22 12 -2 -24
9 15-19 17 16 -3 -48
10 10-14 12 4 -4 -16
> 100 -48

Steps to follow:-

Prepare a composite table to include:

Mid points or class marks (CM)

Frequencies

Deviations (X) and F

X. Note that the deviation is coded positive abthae assumed mean
and negative below.

apop

Note the group which is centrally located, or whitds about half of the
scores. The mid point is taken as the assumed.maahis case, take 32.

iii. The deviation is coded O on the assumed mean. &bewme it we have

1,2,3...N, and below we have -1,-2,-3....N.
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iv. Multiply the coded deviations with the frequencies.

v. Find the summation and divide by N

Vi.

3.2

Use the formula for assumed mean = x = AM + Xfk(zf) where x = mean,
AM = assumed mean, int. or | = class interval size.

X = AM + int (Zfx/=f) =32 + 5 "%100
= 32 + (5x-.48) 32+ (5x - .48)
=32 + (-2.40)
=32+ (-240) = 32 - 2.40
=29.60

Activity 7.1

Using the following grouped data:-

S/No| C. I. F.
1 95 -99 2
2 90-94 4
3 85 -89 6
4 80 — 84 10
5 75-79 14
6 70-74 14
7 65 — 69 50
8 60 — 64 40
9 55 -59 33
10 50-54 8
11 45 -49 6
12 40 — 44 1

a. find the mean using grouped data method
b. find the mean using assumed mean method

The Median: (X)

You have learnt that the mean is an arithmeticayer The median is also
an average. But it is a positional average. thésmiddle point in a scale of
distribution of measurement above which half or S@Phe distribution falls
and below which half or 50% of the scores lie. Tih& step in locating the
middle point or median is to arrange the scoresoiider-ascending or
descending. You will recall that organisation atalor sequencing involves
arranging the scores in order.
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Example 7.5
Find the median of the following set of scores: 40, 15, 30, 22, 12, 11, 6, 5,

3, 4.
Steps to follow:

i. Arrange in order =3, 4,5, 6, 10,11, 15, 21, 22, 30.
ii. Find the middle score = 11

This is possible when the number N is odd. If hienber, N, is even, you
will add the two middle numbers and divide by two.

Example 7.6

Find the median of the following set of scores.
13, 15,12, 17, 16, 16, 19, 14, 20, 11

Steps to follow:
i. Arrange in order. =11, 12, 13, 14, 1% 16, 17, 19, 20.
ii. Find the middle score or scores. i.e. 15 and 16
iii. The median therefore 189, =3Y%, = 15.5

Activity 7.2

Find the median of the following set of scores.

65, 48, 39, 57, 70, 49, 33, 72, 61, 42, 38, 6657545, 59, 60, 47, 55, 68
You have seen that the examples above used ungtalgia. Median can
also be found in grouped data. Let us take anatkample with grouped
data.

Example 7.7

Find the median of the following groups of scores

S/No | C. 1. F
1 60 — 64 2
2 55-59 2
3 50 — 54 6
4 45 -49 8
5 40 - 44 12
6 35-39 14
7 30-34 24
8 25-29 12
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9 20-24 16

10 15-19 4
S/No C. 1 F C.F
1 60 — 64 2 100
2 55 -59 2 98
3 50-54 6 96
4 45 - 49 8 90
5 40 - 44 12 82
6 35-39 14 70
7 30-34 24 56
8 25-29 12 32
9 20-24 16 20
10 15-19 4 4

N = 100

Steps to follow:

i. Prepare the frequency distribution table showirgyftequencies and
the cumulative frequencies.

ii. Find the total number of scores N = 100.

jii. Divide N by 2 =N, =199, =50

iv. From the cumulative frequency column, find wherdig6. You can
see that it lies within the group 30-34 where thmulative frequency
is 56. This is the median class

v. Find the cumulative frequency before the mediaesca32

vi. Subtract it froml'/, = 50 — 32 = 18

vii. Divide the result by the frequency within the meditass =%,

viii Multiply the result by the class size
These can be summarized using a formula.

Median = X = L + %, — Cfb)i

fw
Where L = the real lower limit of the median class
Cfb = cumulative frequency below median class
fw = frequency within the median class

i = class interval size or simply class size

From the table above: L =29.5, cfb =32, fw =245
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X =L+ M- Cyi =29.5 + %%, — 325
fw 24

=295+ (50-35B =295+ 18/24x5
24

=29.5+3.75=33.25

Activity 7.3

Using the grouped data below find the median

S/No Class Interval F.
1 95 —-99 2
2 90 — 94 4
3 85 -89 6
4 80-84 10
5 75-79 14
6 70-74 14
7 65 — 69 50
8 60 — 64 40
9 55 -59 33
10 50 - 54 8
11 45 — 49 6
12 40 - 44 1

N

3.3  The Mode (X)

You have learnt that the median is a positionalraye. The mode is a
measure of popularity. It is defined as the poimthe scale of measurement
with maximum frequency in a distribution. In othgorlds, it is the score
value which occurs most frequently in a group afres.

Example 7.8

Find the mode in the following scores
10, 11,9, 20, 17, 12, 20, 11, 20, 9

Here the most popular score is 20 has occurred three times, and more than
any other score.

You can see that in the example 7.8 above, we balyxeone mode. It is
therefore called unimodal. But sometimes you mame& across a set of
scores which has two modes.
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Example 7.9

1,2,9,6,7,5,2,8,9,4

In this example, 2 and 9 appeared two times whilers appeared once.
Therefore, the modes are 2 and 9. This is bimogal, may also come
across, some cases where there are more than tdesmorhis is called
multimodal.

You have noted that the two examples above madefusagrouped data.
When grouped data are given, the mode is the mitt pbthe class with the
highest frequency i.e. the modal class.

Example 7.10

Find the mode of the grouped data below

S/No Class Int F
1 60 — 64 2
2 55-59 2
3 50 — 54 6
4 45 — 49 8
5 40-44 12
6 35-39 14
7 30-34 24
8 25-29 12
9 20-24 16
10 15-19 4

The mode can be calculated using lE+_1_ﬂ )i
d+d
Where L = lower exact limit of the modal class.
d; = difference between the frequency of the modassland
frequency of

the class before the modal class.

d; = the difference between the frequency of the rhddas and
frequency of the class above it

i = class size
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The mode X = L + (d1/d1+d2) i[_di ] i
d+

From the table L=29.5,1=5

A 4-12 2
DX =29.5 P50 19424.1)5 = 29.5+t% 151105
=29.5+%9,,=295+227=32.23

Activity: 7.4

Using the following grouped data, find the mode
SINo | C. . F
1 95 - 99 2
2 90 — 94 4
3 85— 89 6
4 80 -84 10
5 75-79 14
6 70— 74 14
7 65 — 69 50
8 60 — 64 40
9 55 - 59 33
10 50 — 54 8
11 45 — 49 9
12 40 - 44 1

4.0 CONCLUSION

In this unit you have been exposed to the measiresntral tendency which
are bench marks or typical scores which give peearsd brief description of
a set of data. These are very important aspecssatitics which you as a
teacher can not afford to toy with.

To make your data very precise for interpretatipoy will need to learn
these measures of location very well.

5.0 SUMMARY

In this unit you have learnt that the measureseotral tendency are a set of
bench marks which make precise and brief presentati description of a set
of scores. The three basic measures of centrdet®my are the mean, the
median and the mode.
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The mean is the most widely used. It is equalh® sum of the scores
divided by the number of scores. The symbol isd the formula i X/N or
Y'fx. Or for assumed mean = AM + irEfk/Zf).

f

The median is the middle point in a distributidhis a positional average. It

can be found in a grouped data using median X :|EH‘2 —“ﬁ i

The mode is a measure of popularity. It is thenpan the scale of
measurement with maximum frequency. In a distidout It shows the
highest frequency in a set of scores. There cambeodal, bimodal or

Multimodal. In a grouped data, it is found usingdao—)z =L+ [__Q J [
ad+

6.0 TUTOR MARKED ASSIGNMENT

Use the data below to find;

a. Mean

b. Median and

c. Mode
S/No | Class Int F
1 75-79 2
2 70 -74 4
3 65 - 69 6
4 60 — 64 10
5 55 -59 25
6 50 -54 35
7 45 - 49 20
8 40-44 15
9 35-39 10
10 30-34 5

7.0 References:-

Ogomaka, P. M. C. (1990) Descriptive EducationatiStics: A guide to
Research. Owerri Topbooks.

Ughamadu, K. A. Onwuegbu, O. C and Osunde, A. BQ1Measurment
and Evaluation in Education. Onitsha, Enba.
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UNIT 8
MEASURES OF VARIABILITY/DISPERSION |
1.0 INTRODUCTION

The measures of dispersion or variability are messwhich show the
variation or spread or dispersion of values or eson a given distribution.
The homogeneity or heterogeneity of the scoresdheastablished with these
measures. In this case, some or all the scoresoagdered with a view to
determining the differences between the scorese miasures which we
shall discuss in this unit are the range, the daeartthe deciles and the
percentiles.

2.0 OBJECTIVES
By the end of this unit you will be able to:

i. Define and calculate the range in a given set ofesc

ii. Explain and locate the quartiles in a distributidrscores
iii. Explain and locate the deciles in a set of scores

iv. Explain and calculate the percentiles of a giverogscores

3.1 THE RANGE

This is the simplest but crude and unreliable metbioestimating variability.
It is defined as the difference between the highestthe lowest scores in a
given distribution. It is usually affected by tipeesence of two extreme
scores. The greater the range, the greater tperdisn or variability. There
are two types of range. The common type, most contyrused and simply
called the range is technically known as exclusesege. It is the highest
score minus the lowest score in a set of scoréxar be found using the
formula X, - X_ = R where X represents the highest score andiX the
lowest Score.

Example 8.1

Find the range in the following set of scores.

66, 59, 72, 62, 57, 54, 66, 79, 14, 65, 64, 95, 59

If you look at the scores very well, you will nagithat the lowest score XL

= 14 and the highest scorg X 95. Therefore the range R. will bg-XX,_
=95-14=81
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Activity 8.1

Find the range in the set of scores below
53, 59, 60, 48, 64, 72, 56, 34, 75, 52, 36, 93

Note that you do not need to arrange the scoremynorder of magnitude
before finding the range.

The other type of range which is not commonly ugedalled inclusive
range. It involves subtracting the real lower tiraf the smallest score or
observation from the real upper limit of the highesore. It is called
inclusive because both the lowest score and theebigscore are included in
this arrangement. It is mostly used with groupatad

Find the inclusive range in the grouped data below.

Score 11-15| 16-20, 21-23 26-30 31-35 36-40 41-45 5016r

Frequency 2 4 8 9 15 14 10 4

Lowest interval = 11 — 15, highest interval = 46-50
The exact limits are 10.5-15.5 and 45.5-50.5
The smallest observation = 10.5, the highest olasiervis 50.5
Therefore the range is 50.5 — 10.5 =40
Note that
i. The inclusive range is always higher than the esteturange
by I

ii. When the range is not qualified in an ungrouped dats
conveniently taken to mean the more commonly kncange,
the exclusive range.

3.2 THE QUARTILES

In the last unit, you learnt that the Median is @siponal score, which
occupies the middle point on the score scale.himmdgame way, the quartiles
are positional scores. When we count up from bdtmmclude the lowest,
or first, quarter of the cases, we find the poadted the first quartile. This is
given the symbol Q1. The first quartile is therscpoint that sets off the
lower quarter or 25% of the group. In the same,wéyen you count down
from above to include the highest, or fourth, qeladf the cases, we locate
the third quartile or Q3. In other words tH& @uartile is the score point that
sets off the upper 25% or quarter of the scordse middle quartile Qis the
median score point. You will note that the quasgtiQ, Q, and Q are points
on the measuring scale. They are division poietsvéen the quarters. We
may say therefore of an individual that he is ie thighest quarter or'4
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quarter but not in a certain quartile. So the tijlesrare points that divide a
score scale into four equal parts. These poimisedocated in a distribution
scale.

Example 8.3

Locate the @and Q in the data given below.

Scores 15 18 21 23 25 27 28 29 32

Frequency 1 1 2 3 6 5 3 4 3

3.3

Steps to follow:

i. Complete the table to include the cumulative fremqye

S/No Score F CF
1 32 3 28
2 29 4 25 A
3 28 3 21 | Qs
4 27 5 18
5 25 6 13
% 23 3 7 > Q1
7 21 2 4
8 18 1 2
9 15 1 1

i. Find the 25% or ¥4 of the number of scorés/zmox %%, = 7

iii. Count from below along the frequency column untiliyget 25% of
the cases. This gives;Qlt is between 23 and 25 i.e. Q1*%¥%, =
24

iv. Find 75% or % of the scores %00 x %%, = 21

v. Count from below along frequency column until yoet 5% of the
cases. This givesQ It is between 28 and 29 i.e. Q3% %9, =285

QUARTILE DEVIATIONS

You have learnt that quartiles are points on tl@messcale that divide the
total number of observations or scores in a distitim into four equal
groups. You can now locate the points Q, and Q. Then, note that the
interval from Q1 to Q3 contains the middle 50% alf lof the scores in a
distribution.

It is called the interquartile range. Note alsattih the interquartile range is
divided by two, we shall have what is called thensmterquartile range or
quartile deviation. This can be found using thenolar Q - O

2
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Example 8.4

Using the results from example 8.3 we can find dqlo@rtile deviation or
semi-interquartile range.

Q:=24,Q=28.5 . Semiintequartile rangé®:?Y,
=28524,=2.25

Example 8.5

Find the semi-interquartile range in the group dei@w

S/No| C. O. F
1 55 -59 1
2 50 — 54 1
3 45 -49 3
4 40 — 44 4
5 35-39 6
6 30-34 7
7 25-29 12
8 20-24 6
9 15-19 8
10 10-14 2
N = 50

Steps to follow:

i. Find“,=°%,=125

ii. Counting up the frequency column, locate the 12%s. You see
that if we count 2+8, we have 10 cases. It melaaiswe need 2.5 out
of the next frequency, which is 6, to complete. ¥8g therefore 2.5/6
x 5 (5 is the interval size) = 2.08

iii. Add the result above to the real lower limit of ttlass interval i.e.
19.5 + 2.08 = 21.58This is Q1.

iv. For @, count from the top-down 12.5 cases. Again weehav
1+1+3+4 will give us 9. 1t means that we will n€=8 to make it up
to 12.5 cases. It will be 3.5 out of the next treqcy which is 6. We
have therefore 3.5/6 x 5 =2.92

v. Since we are going down, we deduct 2.92 from theupper limit of
the class i. e. 39.5 -2.22 = 36.58. Thisis Q

vi. Find the semi-interquartile Q, usings @ Q

2

=36.58 —21.58 15.00=75
2 2
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Note that the formula used in locating the mediam loe applied here

i.e. L (Vo-cfb) i
( fw )

In the case of quartiles, instead"6f you will use'/; so we have Q =
L + (Ya-cth)i
(fw)
Activity 8.2

Find the quartile deviation (QD) or semi-interquartrange of the scores
from 65 students on the use of English examinatianschool.

Scores 52-54 49-51| 46-48| 43-45| 40-42| 37-39| 34-36| 31-33| 28-30

Frequencies 6 11 16 8 9 8 2 3 2

3.4 THE DECILES

So far you have learnt how to divide a given sedaaires into two equal parts
to locate the mid point or the median; you have &arnt how to divide a set
of scores into four equal parts to locate the dgeart This time we shall
move to another step. This is to divide into tequad parts to locate the
deciles. Decile points are used to mark off ariistion, thus indicating
points of dividing a distribution of scores intmtes. Thus there are 9 deciles
i.e. from 1 to 9 which divide a distribution intert equal parts. Qs the first
decile and below Dlies the bottom 10% of the group. In the same @ais
the point in the distribution below which 20% ofetltases fall. Like
guartiles, deciles are points in a distribution segments.

3.5 PERCENTILES

Percentiles are ordinal measures. They are samrdgspwhich divide the
distribution into 100 equal parts called percensagkm other words, they are
points on the raw score scale below which givertgr@ages of the cases in
the distribution fall. For instance, the™8percentile is the point on the score
scale that has exactly 80% of the cases belowercdntiles are symbolised
by the letter Px, with X denoting the particulargemntile. Thus, the 90
percentile is written £, they are used for decision making when part of a
population is to be selected because of its poswibhin the total.

Note that the median corresponds to th8 pércentile, B and 2° Quartile

Q2
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The ' quartile corresponds to the"™percentile B
The 3% quartile corresponds to the"7percentile B.

You will recall that the formula for calculating diian is X=L + {/,-cfb) i.
fw
You also recall the formula for the quartiles (/4 — cfhi
fw

you can see that they are almost the same. Theufar for calculating the
percentiles is the same and it is the adaptatighisfsame formula. It is used
for specific percentile points. The general forawwhich can be used for any

value of Pxis Px L + (Pn - Cfb)i
fw where

Px = score at any given percentile

L = the lower real limit of the interval containinige given percentile (Px)
PN = the desired percentage of 4o

N = the total frequency

cfb = cumulative frequency below the interval @ning the

percentile

fw = frequency within the interval containing ttesired score

| = interval size

Now, let us illustrate this with an example

Example 8.6
Use the data below to calculate:
a. P95
b. P50
c. Pypand
d. P20
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Note: N/]_oo = 200/100 =2

i=5
S/No Class Interval F
1 95 -99 1
2 90 — 94 6
3 85 -89 8 +——a
4 80 - 84 33
5 75-79 40
6 70 -74 50 <l—9
7 65 — 69 24 d
8 60 — 64 14
9 55 -59 10
10 50 — 54 8
11 45 — 49 4
12 40 - 44 2
N = 200

Steps to follow
i. The steps are the same with those of median amtilgsa

a. ForP95=L + 26’0/10@85/1) cfbl L+ (190 — cfbi

Fw fw
—845+[98 18} = 845 + 5/8 x 5=84.5 + 3.125 = &h.6

ii. ForRg=L+
200 50

L+ 100 1 | _cipli= L +]100=CfbY) _ oc s [100—62)5
fw fw 50

=69.5 +(2—§x5j 695+ 38=733

iii. ForPo=L+
@x@—cfb
100" 1 =L+ 80- cfb _ 695+[80—62j5
f fw 50

=69.5 +(é—(8)x5j 695+18= 713
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iv. For Ro= (@Xéj_db [ 40=c i:64_5+(4o-38j5
100" 1 fw 2

=64.5 +(§X5j = 645+ 0417= 64917

=64.917
Activity 8.8
Using the data below, find the following percessil
a. P
b. P25
Cc. Py
d. Pgo
e. P
C. 1 91-99 | 82-90 | 73-81 | 64-72 | 55-63 | 46-54 | 37-45 | 28-36 | 19-27 | 10-18 | 1-9
Frequency | 2 3 5 9 15 18 15 9 5 3 2

4.0 CONCLUSION

In this unit have gone through source of the memswf variability or
dispersion. These are the measures used to ek&ablibe homogeneity or
heterogeneity of a set of scores in a distribusicale. It is very important that
you study them very well as you will displays ukerh in the analysis and
interpretation of your data.

5.0 SUMMARY
In this unit you have been exposed to some ofntleasures of variability
which are measures that show the spread of theescm a given

distribution. The measures you have seen saéar a

i. The range:- which simply shows the difference betw#he highest
and the lowest observations or numbers.

ii. The quartiles are points which divide the distnbus or scores into

iii. four equal parts called quarters. The formulaﬂEﬂéﬂ }
fw

iv. The deciles are also points on the distribution dnzde the
distribution into ten equal parts or tenths. Twerfula is

NOUN 81



EDU 701 STATISTICAL METHODSI

L+ (aoctb)i
fw
v. The distance from to @ is called interquartile range while half of
this is called semi-interquartile range or quardiéiation.

v. Percentiles: which are points on the score scad thivide the

distribution into 100 equal parts called centilespercentages. The
formula is

L+ (Maocfb) i or (Un-cfh) i+L
fw fw

The £ quartile Q corresponds to the P%ercentile, the 3 quartile
Q, corresponds to the 7%Hercentile while the™ quartile Q which is
the median corresponds to thé"§ercentile and thesdecile.

6.0 TUTOR MARKED ASSIGNMENT

Using the data below find:

a. Qll Q3

b. Pio, Pso, Poo

c. Quartile deviation
S/No | Class Interval F
1 80 -84 2
2 75-79 3
3 70 -74 5
4 65 — 69 10
5 60 — 64 16
6 55 -59 20
7 50-54 30
8 45 — 49 25
9 40 - 44 22
10 35-39 18
11 30-34 15
12 25-29 10
13 20-24 8
14 15-19 5
15 10-14 2
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Unit 9

MEASURES OF VARIABILITY/DISPERSION I

1.0

2.0

3.1

INTRODUCTION

In unit 7, you learnt the various measures of eriéndency and you were
told that these measures are a set of bench mdrich wnake precise and
brief presentation or description of a set of da¥ou also learnt that the
measures of location are very useful in providingoacise index of the
average of a set of scores. But there is more tavkabout sets of scores.
Variability is a universal characteristic of anyt & scores with which the
teacher, the psychologist or researcher might htwvedeal. Some
distributions may have the same mean yet diffahenextent of variation of
the scores around the measure of central tendency.

Therefore, in order to describe a distribution obres adequately, we shall
need both the measures of central tendency andbilési. This is because
information concerning variability may be as impoitt or more important
than information concerning central tendency. Teasures of variability
provide a needed index of the extent of variatiommag the scores in a
distribution. You have seen the range, the geaddviation, the deciles and
percentiles. We shall now look at the mean dewmatvariance and standard
deviation in this unit.

OBJECTIVE
At the end of this unit, you will be able to:-

i. Calculate the mean deviation in a given distributio
ii. Calculate the variance in a set of scores
iii. Calculate the standard deviation in a given digtrdn

MEAN DEVIATION

Deviation of a score involves trying to find outvihdar that score is away
from the mean. Look at the following set of scai@sinstance; 10, 15, 13,
12, 8. The mean /5 = 11.6. The deviation of 10 from the mean 118=
11.6 = -1.6.1n the same way, the deviation of dffthe mean =15 -11.6 =
3.4 the deviation of 13 from the mean = 13-11.64=€lc.

The mean deviation therefore is the average oitimaerical deviations of
the observation. In other words the mean deviatmmsiders the average of
the various deviations or distances of the indigldacores from the mean of
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the set of scores. It can also be said to be tkeage of the modulus or
positive values of the differences between theviddial scores and the mean
of the set of scores. In mathematical notatiorameviation

= S (IX-X]) or Zf([X-X|) where [X-X] is the
N N
positive values or modulus.

Example 9.1

Find the mean deviation of the listed scores beddw?27, 19, 9, 23, 31, 25,
28, 15, 22, 35.

Steps to follow:

i.  Find the mean of the set of scores. It is Y=

n
ii.  Using a table find the deviation of the scores fitbe mean
iii. Add the positive values of the deviations i.e.

16+2+6+16+2+6+0+3+10+13+3+10 =74
iv. Find the mean deviation M.D%1

=6.727
S/INo| X X-X D
1 41 41 - 25 16
2 27 27-25 2
3 19 19-25 -6
4 9 9-25 -16
5 23 23-25 -2
6 31 31-25 6
7 25 25-25 0
8 28 28 - 25 3
9 15 15-25 -10
10 22 22-25 -3
11 35 35-25 10
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Example 9.2

Find the mean deviation of the set of scores below

S/No| X F

1 20 2

2 19 3

3 18 5

4 17 10

5 16 15

6 15 9

7 14 5

8 13 2
S/No| X F FX IX-X| | FIX-XI
1 20 2 40 3.76 7.52
2 19 3 57 2.27 8.28
3 18 5 90 1.76 8.80
4 17 10 170 0.76 7.60
5 16 15 240 0.24 3.60
6 15 9 135 1.24 11.16
7 14 5 70 2.24 11.20
8 13 2 26 3.24 6.48
2 51 828 64.64

Steps to follow:

Find the mean X = 828& 16.24
51
Complete the composite table to include the scotefrequencies F,
FX, [x-X| and F|]X -X|
Find the total sum of I - X| = 6464

fIX - X
Find the mean derivation M.D —Zé—f—l
_ 6464 _ 197
51

Note that when you have grouped scores, you wdlthe mid points of the
class interval as X.
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Activity 9.1

Find the mean deviation of the set of scores below.

41 27 19 9 23 31 25 28 15 22 35

T X

2 8 10 3 12 15 14 12 11 10 4

3.2 VARIANCE

You have seen that the deviation scores, which lyave studied in 3.1
above, provide a good basis for measuring the dpfascores in a
distribution. But, we can not use the sum of theés@ations in order to get
an index of spread because this sum in any disiowvill be equal to zero.
This becomes a problem which we must overcomedoalthis, square all the
deviation scores. This is to remove all negatigeress and make all the
scores positive. This is because all squared sowmile be positive. Then
these squared deviation scores are added to giveaaure called the sum of
the squared deviation scores which is simply callad of squares,

> (x-%)?

The variance therefore is a measure of variabiitych is derived from the
deviation of scores from the mean. It is definedlee mean of the squared
deviation scores. It is widely used for inferehtstatistics than for
descriptive statistics. The population varianceymbolized by the lower
case Greek letter sigma (6) raise to the seconepbe 6, while the sample
variance is represented b§. Sor the purpose of this course we shall be using
&* since the difference is not noticeably high.

1.2 Example 9.3

For listed scores; using 15, 14, 11, 10, 9, Fidd the variance.

S/No| X (X-X)|_(X- X)?
1 15 | 5 25

2 14 | 4 16

3 1 | 1 1

4 10 | O 0

5 9 -1 1

6 7 -3 9

7 4 -6 36

70 0 88
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Steps to follow-:

. Find the mean of the set of score§)z= 10.00
il. Find the deviations from the mean. (X-X)
iii. Find the squares of the deviation (XZX)
iv.  find the variance using®$ Z(xX)* = 88=12.57
N 7
Activity 9.2

Find the variance of the data below which are sobfb students in a 10-
itemed multiple choice test on maths 7, 2, 6, 8,4, 9,6, 1, 6, 8,0, 7, 3,

Example 9.4 for data with frequencies
Find the variance for the data below.

X 19 | 18 17 16 15 14 13 12 10

F 2 |3 5 10 15 9 5 3 2

Steps to follow: _
1. Complete the composite table to include theescd; F, FX, X-X, (X-XF¥,

F(X-X) 2
X F FX X-X |  (X-X)? FOXY
19 2 38 418 17.057 34.114
18 3 54 3.18 9.797 29.391
17 5 85 2.13 4.537 22.685
16 10 160 1.13 1.277 12.769
15 15 225 0.13 0.017 0.254
14 9 126 -0.87 0.757 6.812
13 5 65 -1.87  3.497 17.485
12 3 36 -2.87 8.237 24.711
10 2 20 -4.87 23.717 47.434
9 1 9 -5]87 34.457 34.457
55 818 230.112
I Find the mean of the set of scores. It is 8181.87
55
i. Find the deviations from the mednhe set of scores.
il. Find the squares of the deviations above
Iv. Multiply the squares of the deviation fogquencies.
V. Find the sum of the squared deviatiorexjfiencies above
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f(X - X)?
vi.  Find the variance’Susing 21 f _ 230112

> f 55

=4.104

Activity 9.3
Find the variance of the data below.

X 125130 28| 22| 15| 34| 14 2 16 262128 |10
F |7 1|5 |5 9 10| 2 8 15| 9 13 |4 |1] 2

Note that:

I. You shall use N when dealing with populatiomda-1 when dealing with
the samples.

il. You shall use the mid points or class mark wkien are given grouped data.

Example 9.5:

The raw score method.
Find the variance of the grouped data below.

Tm

Class int
36-40
31-35
26-30
21-25
16-20
11-15
6-10

1-5

b
Z

O~NO OB~ WDNEFRW
o

NwWwookRr~NAR

Steps to follow:

I. Complete the compost table as shown below.

S/N | Class int F X FX] X [ EX°
1 36-40 1 38 38 1444 1444
2 31-35 4 33 132 1089 4356
3 26-30 7 28 199 784 54883
4 21-25 10 23 230 529 5290
5 16-20 8 19 144 234 2592
6 11-15 5 13 65 169 854
7 6-10 3 8 24 64 192
8 1-5 2 3 6 9 18

40 835 20225
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i.  Using the formulamy_ 2 (3 fx)?

n2
We have $= 40 (20225Y (835)°
40
= 809000-697225 =111775
1600 1600
= 69.859

Activity 9.4
Find the variance of the grouped data given below.

Classint | 56-60| 51-55 46-5041-45 | 36-40 31-35 | 26-30 21-25 | 16-20

Frequency| 3 4 5 6 10 18 15 11 8

3.3 Standard Deviation.

You have gone through the variance and the metandgrocesses involved
in calculating the variance. If you have learntety well, then you will not
have any difficulty in mastering the methods andcpsses involved in
calculating the standard deviation. This is becdahsestandard deviation is
simply the square root of the variance. It is biytfe most commonly used
indicator of degree of dispersion and is the megtethdable estimate of the
variability in the population from which the samples drawn. It also enters
into numerous other statistical formulas which vmllssee latter in this
course. The standard is a kind of averages ohalbieviation form the mean,
but it is not a simple arithmetic mean. The symbd for sample and for
population.

To compute the standard deviation, you will havdinid the variance, then
find the square root of the variance.

You can use any method to get this.
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Example 9.6
Find the standard deviation of the scores below.
SIN | X Dev
1 15 5 25
2 14 4 16
3 11 1 1
4 10 0 0
5 9 -1 1
6 7 -3 9
7 4 -6 36
70 0 88

Steps to follow.

I. Go through the steps in calculating the variancéerAgetting the
variance then find the square root.

S*=y (x-X) =88 =12.58 (variance)
N 7

0s= S (X-X) 7&3 1257
N 7 =85

Example 9.7using the raw score methods.
10,8,7,6, 3, 2, 1.

Steps to follow:
Find the squares of the raw scorés X

X 10 8 7 6 3 2 z =37
X2 100 64 49 36 9 4 > =263

il. Find the sum of the scores and squared scorei“be.= 37, sz =263
i, Find the 0 x)? =27 =1369

iv.  Find the standard deviation using Q/EXZ—(ZX)Z

N
N
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4.0

5.0

S= [ 263-372 =/ 263-1369
6 6

6

S= J 263 — 228.167 /: 34.833  =45.8055
6 6

= 2.4094605 =_2.409

Activity 9.5

Find the standard deviation of the set of datawel

X 15 11 9 7 5 3 1
F 1 1 2 2 1 2 1
Conclusion

In this unit you have learnt that apart from thefubhess of the measures of
central tendency for providing a concise indexhef average value of a set
of scores, there is more to be studied about afs&tores, variability which
is a universal characteristic of any set of scases very important attribute
with which the teacher, the Psychologist, the aostientist, the research
etc. might have to deal. For instance, the measwofesachievement,
intelligence, personality and or other charactiesstay be expected to show
variability in any sample of individuals.

Therefore, to describe a distribution of scorey/ weell and adequately too,
we need both the measures of central tendency hedmeasures of
variability. This is because the two measures mgkio types of descriptive
statistics which are indispensable in describirsgritiutions of scores.

Summary

In this unit you have been told that the measufesnability or dispersion
are very necessary for adequately describing qasimg distributions. The
three measures which you have studied in thisareithe mean deviation the
variance and the standard deviations. The mearatil@viis the average of
the deviations of the scores or observations floenmhean, given that all the
deviations are positive. It uses the modulus in matation. Thus mean
deviation.
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MD = > (X~-X)
N

The variance is an interval scale measure and es niean square of
deviations from the mean. It is in squared unitgheforiginal measure and is

given by > (X-Xy? or Y X=Q X or YWY
N N N

V. The standard deviation which is the most commoallathe measures of
variability is the square root of the variancebélongs to the interval

scale of measurement and is given b [X-X? or /> X 'X)*
N N

/

N

6.0  Tutor Marked Assignment:

Using the data below, find the variance and stathdaviation.

X 25 | 24 23 22 21 20 19 18 1/ 16
F 1 |2 3 6 11 16 7] 9 8 2
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UNIT 10
1.0 Introduction:

Earlier, you learnt how to plot graphs like thegnency curve or cumulative
frequency curve. You have noticed that differentves have different
shapes. One of man’s most interesting discoveraesthe determination of
a relationship between measurements of many typestaral phenomena
and the mathematical laws of chance if most distigms of many natural
events are plotted on a frequency curve, the shdpbée like a bell. This is

called normal curve. In other words, measuremeseied in physical and
psychological phenomena will produce a normal cuRa instance, if the
heights of randomly selected people in a commuarigytaken and plotted on
a graph paper, it will give a normal curve. But ’afeom the normal curve,
some other shapes which are not normal may be \@ib@&n some cases. In
this unit we shall look at the different shapeswives that can be observed.

2.0 Objectives:

At the end of this unit, you will be able to:
I. Describe the general nature of normal curves.
il. Identify the different types of curves.
iii. Explain Skewness and Kurtosis
iv. Compute the co-efficient of skewness and kurtosis

3.1. The Normal Curve

Any symmetrical bell- shaped type of curve is knaagna normal curve. The
concept of normal curve is very basic in statisti€his is because; the
frequency distributions of many natural events hslvapes similar to that of
a normal curve. In other words many physical angtlpslogical phenomena
when shown in a frequency distribution curve wiisemble the normal
curve. Take for instance, the weights of the gimls school, the heights of
men in a church, the achievement scores of studiertlass etc. if you get
these measurements and plot them on graphs. THeypevsimilar to the
normal curve.

Activity 10.1

Get the scores of the students in a class in ooecuUse the scores to plot
a graph of frequency against the scores.
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You have seen that the shape of the curve is belpesd? Similarly, the
distributions of scores on many psychological tesish as 1Q tests and tests
of school achievement, are approximated by the abcorved

Fig.10.1 » Scores
The Normal curve.

Although the fit may not be perfect, but you widlesthat the distribution of
scores closely approximates the normal curve.

The normal curve is actually a graph of a rathemglex mathematical
relationship. This relationship results in a graphich is unimodal and
symmetrical, when plotted. There is an equationctvlis used to define the
normal curve. It relates the height of the curvehe score values. If is as
follows:

y= 1 - (X-p)?
6\V2[[ ! 262

Where y = Height of the curve corresponding ®ghrticular value of X.
X =ascore value corresponding particular height.
[1 = a constant which is equal to 3.1416 or 22
7
€ = a constant which is equal to 2.7183

u= the mean of the X variables
6 = the standard deviation of the X variables.

This formular is used to construct a normal curaed it imparts the
characteristics of a bell-shape to the curve. Batform of the curve will also
depend on the mean and the standard deviatiohesietchange, the shape of
the curve will also change, but it is still veryndiar to a normal curve.
However, you are not asked to master this formsiace you will not have
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to use it in any computations,. It is included otdyinform you that there is a
mathematical formular for constructing a normalveubut you have to note
that this one equation can result in many normalesi Each time the mean
and standard deviations changes a different nocorak is produced.

A

N\

Fig 10.2 Three normal curves.

From the figure above, you will see that the thoeeves are normal
curves, yet they are different in shape and appearaCurve A is narrow
and the ordinate is relatively long. Curve C is avighd the ordinate is
relatively short. B is not too narrow nor too wide.

Activity 10.2.

Collect the fooling data:-

I. The result of a class of students’ examinationrig ane subject of your
choice.

il. Collect the weights of the same students in thescla

iii.  Collect the heights of the same students in th&scla
Plot three graphs with the data on the same gregite note of the shapes
for comparison.

3.2 The Properties of a Normal Curve

I. A normal curve is symmetrical with its maximum Heigt the mean. It is
often described as a bell-shaped curve while sdeseribe it as a well-
weathered manure pile.

il. The mean, median and mode fall at the same point.

iii.  The height of the curve decreases as one movés feft and right of the
Point of maximum height.
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iv.

3.3

Although the height of the curve continues to daseeas one moves
farther and farther from the mean, it never acyuakaches zero.
Therefore the theoretical range of the normal cusvigom plus infinity
(+a) to minus infinity (< ).

Skewness

You remember that the normal curve is symmetricalrbany distributions
produce curves that are not symmetrical but asymeaétThese curves lean
or bend either to the left or to the right. Suclhves are said to be skewed.
Skewness, therefore is the degree or extent tohadiérequency curve is
asymmetric. There are two main types of skewness.

When a curve leans to the left from the observéssy \point and the tall
extends out towards to the right, it is said topositively skewed. On the
other hand, if the curve leans to the right andt#iieextends outwards to the
left, it is called negatively skewed.

Now, take a look at the diagrams below. Diagrans A inormal curve. B is
positively skewed and C is negatively skewed. Ftbese figures we can say

that:
A

IX

A
N

J— J— -~ N

X X X X

x|

A
X

The mode, the mean and the median have the sdoeina normal curve.

The median and the mean lie to the right of theenadhe same direction of
the

skewness in the positively skewed curve.

In the negatively skewed curve the median and tbamfie to the left of the

mode. In other words the mean and the mediareasethan the mode.
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You will note again that in a normal curve the maghe mode and the median do
not differ. But they differ in a skewed distributioThis difference or a function

of it may be taken as a measure of skewness. Téreresome measures of
skewness. They include: the Pearson’s first andrgkcoefficients of skewness
which are:-

x|
x>

i. Skewness = mean-mode
Standard deviation

I
0]

ii. Skewness = 3(mean — median) 3(X :X) others are
Standard deviation S

iii. Quartile coefficient of skewness = {QQ)-( Q, —Q1)
Q-Q

Iv. 10-90 percentile of skewness RByo{Ps0)- (Pso-P10)
(Ro—Pro)

Example 10.1

Find the skewness in the data given below.

2-4 5-7 8-10 | 11-13] 14-1p17-19 | 20-22 23-25 | 25-28

T X

2 5 7 10 15 30 15 10 6
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Steps to follow.

i. Complete the composite table.

SINg Class limit X F FX| XX (X-%) F(X-XY
1 2-4 3 2 6 -14.01 196.280 392560
2 5-7 6 5 30 | -11.01 121.22p1 6065100
3 8-10 9 7 63 | -8.01 64.1601 440712
4 11-13 12l 1d 120 -5.01 25.10p1 1.2610
5 14-16 15 1§ 229 -2.01 4.04Q0 60.6015
6 17-19 18  3( 540 0.99 0.9801 9.4@30
7 20-22 21 15 31§ 3.99 15.92Q1 23858
8 23-25 24 1d 240 6.99 48.86(01  4BB6
9 26-28 27 6 162  9.99 99.8001 59863
100| 1701 311.4.99
i, Find the mean X 2 fx =1701 =17.01
i 100
ii Find the standard deviation 7{2 F(X - X)?
> F
= [311499 = /311499
100 =5.5812095 = 5.58
iv. Find the mode. From the table it is 18 (i.e.516 (535 )3
v Find the median = L(ﬁ%_ op) = 17.5+ (50-39)3
fw 30
. =17.5+ 1.10 = 18.60
Vi. Coefficient of skewness = X-X =17.01-18
S 5.58
= -099 = -0.177
5.58
OR  3(X-X) = 3(17.01-18.60)
S 5.53
-477
5.53 = -0.863
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From the result using the Pearson’s coefficiergkafwness, you can
see that the curve is negatively skewed.

Activity. 10.3
Find the coefficient of skewness in the distribaotbelow.

Class 5-7 | 8-10 11-13 14-16 17-10 20-22
Freq 8 48 26 16 12 8

3.4 Kurtosis

So far you have seen that normal curves are synualeaind can be used as
the basis for certain comparisons in handling cairvé®u have also seen
that curves which are not normal may by skeweceeith the left or to the
right. There is yet another characteristic of tbenf of curves. This is
called kurtosis. The word kurtosis is derived franGreek word kyrtos,
which means curved. Kurtosis therefore describesptakness or flatness
of a curve around the mode in a distribution ofresoThe three types of
kurtosis are:

I. Platykurtic (platy means flat in Greek.) This hasraad, relatively flat
appearance. It is relatively flat topped.

Platykurtic curve Leptokurtic curve
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lii v

Mesokurtic The 3 types of Kurtosis

ii.  Leptokurtic: Lepto means thin in Greek. It is telaly highly peaked in
the
middle. It has thinner tails.
iii. Mesokurtic: Here the kurtosis is the same as imthrenal curve.

The quantitative indices of kurtosis of a distribatcan be calculated using
the semi-inter quartile range and the nintieth d genth percentiles. This
index is symbolized by the Greek letter K(Kappa] &n given by

K= Q = %(Q3-Q1) or RB-Ps
(Poo-Pio) (Ro-P1o) (Ro—Puo)
Example 10.2
Class | 26-28| 23-25| 20-22 17-19 14-16 11-13 8:10 |24
Freq 6 10 15 30 15 10 7 5 2
iv
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Steps to follow:
I. Complete the composite table.

S/No| Class int F CF
1 26-28 6 100
2 23-25 10| 94
3 20-22 15| 84
4 17-19 30| 69
5 14-16 15| 39
6 11-13 10| 24
7 8-10 7 14
8 5-7 5 7
9 2-4 2 2
i.  Find Q =L | = N =100= 25
A—cfb 4 4
&
fw
i, Find Q = L+ (251'524j3 =135+ thsx31)=13.5+0.2
13.7
iv. Find @ =L+ (75_69j3 =19.5+ {15 «3)- 19.5+1.2
=20.7
V. Find P = L+ ("/100- CfbY = "/100 =100
fw 100 =1
vi Find Rg = L+(9?L;84j3 =225+ f,0x )
=225+1.8 =24
Vi FindP = L+[1OT_7J3 = 7.5+f/x ) = 7.5+1.29
= 8.79
viii. FindK = 2( Q3_§lj = 1 207-1.37 g 3.5
Poo-F10 s o _£
24.3 —8.79 T - 1551
= 0.2256608 = _0.23
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Activity 10.4
Find the index of kurtosis in the distributiondoe

Class | 7-5 8-10 11-13] 14-16 17-19 20-22

Freq | 8 48 26 16 12 8

4.0

5.0

Conclusion

You have gone through the measures of central mydé&' ou have seen that
when a set of data is appreciably or greatly skethednedian is better than
the mean. In this unit you have learnt how to foud the degree to which a
set of data is skewed, and to categorize measfisd®wness. You have also
seen how to find out spread or bunched up of aofetcores which is
technically referred to as kurtosis. As a teacheresearcher or even social
scientist, you are often confronted with large reassf data, usually scores
of some type which require interpretation, if thaag to be useful you have to
do summarizing of the data by using the graphicakg@ntation. This will
show you at a glance the degree of skewness amaksigjror when the curve
produced is a normal curve.

Summary

In this unit, you have learnt that the normal cuizvy@ frequency curve of a
theoretical distribution which is unimodal and systrical with the mean,
median and the mode at the same point. The wesggtdater at this point
and decreases on both sides of this point to foroelbshaped curve. The

theoretical ranges of the normal curve are frento-+x but most of the area

lies between +3 and -3. you have now known that ohethe most
immediately obvious characteristics of the form aofgraphed frequency
distribution is its symmetry or lack of symmetry balance. A curve is
symmetrical in shape if one side is a mirrorgamaf the other. But when
one side is not a mirror image of the other, ingymmetrical and this is
characterized by a high point or lump that is affivre and by tails of
distinctly unequal length. This is called a skeveedve. The lump indicates
the scores with the highest frequencies. Skewnass be positively or
negatively.

Apart from skewness, another characteristic of rabcurve is the measure
of Kkurtosis. Kurtosis is the peakness or flathessurad the mode of a
distribution. There are three types of kurtosisedé include Leptokurtic,
Mesokurtic and Platykurtic curves. The normal cuisréghe mesokurtic, the
highest peaked curve is referred to as platykwildle the flat topped is the
leptokurtic curve .
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6.0  Tutor Marked Assignment:

Compute the coefficient of skewness and index ofdsis of the distribution
below.

Class | 7-5 8-10 11-13] 14-1¢ 17-19 20-22
Freq | 8 48 26 16 12 8

8.0 References

Ary, Donald and Jacobs, L.C (1976). Introductiorstatistics: purposes and
procedures. New York Chicago............ Sydney, Montredblt
Rinehart and Winston.

Ogomaka, P.M.C (1990). Descriptive Educationati§ties: A guide to
Research. Owerria Top book.

Ughamad, K.A, Onwuegbu, O. Ci Osund, A.U (1990psleement and
Evaluation in Education. Onitsha . Emba.
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UNIT 11

SOME MEASURES OF ASSOCIATION AND AGREEMENT

1.0

2.0

3.1

Introduction

So, far we have focused on these statistical puoresdused for describing
single variables or for analyzing what we may cadlvariate distributions.
You have learnt how to compute the measures ofraletendency and
variability, but these always come from one vaealsuch as test scores, etc.
but we need statistical methods that can be tsau/estigate relationship
that may exist between two variables in a poputatiosamples.

This is because of the understanding that scienpifogress depends upon
finding out what things are co-related and whatgkiare not. However, no
single statistical procedure or method has opepesbumany new avenues of
discovery in psychology, Education and possibly lte@avioral sciences in

general, as that of correlation. In this unit tere, we shall look at the

concept of correlation, bivariate frequency disttibns, the Pearson’s

product moment correlation and its computations.

Objectives
After completing this unit, you should be able to:

Explain the concept correlation.

Construct and interprete a scatter gram.

Describe the differences between positive and negeabrrelation.
Use a given paired scores to compute a Pearsongroment
correlation coefficient.

List the assumptions of the Pearson product mogmnelation.

The Concept of Correlation

Some of the times, we are faced with such questients there a relationship
between students’ achievement in mathematics agid dchievement in the
sciences? Does socioeconomic status affect schbaweement? Is there any
relationship between aptitude in Engineering anfiop@ance in engineering
courses? What is the relationship between time usddathematics drills

and students’ achievement in mathematics? Is dngyeelationship between
the scores of candidates in Common Entrance Exdimmand their scores
in JSCE etc. These guestions can be answered aisitagistical procedure or
technique called correlation? In other words catiehal methods are used
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3.2

for determining relationships between pairs of afasles. Correlational
methods are used with bivariate distributions. Destributions where two
variables are involved. Thus, bivariate data, wnlikivariate data, consist of
observations that are paired on some logical b&tase you noticed that
some variables tend to be related? Some statistithtes have been
developed to enable us concisely describe suctiaeship. These are called
correlation indices. By convention, the two varegbinvolved are labeled X
and Y. A coefficient of correlation is single numbéat tells us to what
extent two things or two variables are relatedykat extent variations in the
one thing go with variations in the other. You wilve to note that without
the knowledge of how one variable varies with aagtit would be difficult
to make predictions. For instance, if we are abledtablish that the higher
the interest in a particular subject, the higherlgvel of performance in that
subject. We can therefore take the scores to frédkclevel of performance
in a particular subject by particular students Hasetheir interest level.

You will have to note again that if two sets of g=0do not have a common
source we cannot employ correlation. In other wdtase must be logical
bases for pairing the variables before correlatimm be employed.

Once again, remember that correlation simply ineslvthe statistical
procedure or technique or method used for desgilile extent of linear
associationship or relationship or ‘going —togetirersome liner trend or
pattern of distributions of measures of two attiésu or variables or
constructs possessed by a population or sampiesigiduals

Activity 11.1

List 10 pairs of variables whose relationships teninvestigated using
correlational methods.

Scatter Grams

Scatter diagrams or simply scatter grams were bgéore calculators and
even computers, were as available as they are mbey were also used
when samples to be correlated were large, or evederate in size. The
common procedure was to group data in both X andn¥ to prepare a
scatter gram or correlation diagram to provide seha&tcuts in calculation.
It is also a way to show correlation visually. Aaer gram therefore is a
graph in which a single dot is used to locate eaxhvidual on two
dimensions. The pattern formed by the dots shovedneslation.
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To construct a scatter gram we first lay out th@eséor one variable on the
abscissa and the scale for the other on the oedift now you are very

familiar with the construction of graphs having stvacted many of them

earlier in this course. But note that by conventiom variable on the abscissa
is labeled X and the variable on the ordinatebgled Y.

<

(@)

v

(b)

()

v

v
X

v

Figure 11.1 Types of Scatter grams
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3.4

You will have to note that in reading or interpngtithe scatter gram, you
must bear in mind that when high scores on onebbriare associated with
high scores on a second variable and low scordh@one associated with
low scores on the other, the variables are saluetpositively correlated, or
to show positive correlation. Fig 11.1 above giyes the ideas of the shapes
of some scatter diagrams. From the figures: (a)wshdigh positive
relationship. (b) Moderate positive relationshipdac) shows no or zero
relationship. (e) Shows moderately negative refstigp while (d) shows
high negative relationship

You will also take note that in a positive corredatthe dote or x marks in
the scatter gram spread from lower left to uppghtriwhile in a negative
correlation the marks spread from upper left todowght. Note also that in
some cases, the variables show no tendency to maghange. In other
words, some individuals scoring high on one vagasahd scoring neither
systematically high or low on the other variablaeTesult is that there is no
or zero correlation between the two variables. Thaks are spread at
random on the scatter gram.

In Education or behavioural sciences we rarely hparéect association while
in the physical sciences the association is ped@act gives straight lines.
Example the graph of d = rar m= dv will produce a straight line but

Y
7i0*7f* you plot the graph of peoples heights agaiteir weights, it will not
give you a straight line.

Activity 11.2

List 5 pairs of variables which can produce perfetdtionship or association
and 5 pairs of variables which can not producegaeidssociation.

Bivariate Frequency Distribution

You have learnt how to plot graphs, so talking ab%and Y axes may not
be new to you. We are going to use the same mdthsdt up a two- way
grouping of data having a table prepared in coluams rows. A bivariate
frequency distribution is another way to show ar@ation visually. Values
of the X variable are shown on the abscissa.

While values of the Y variable are shown on theirate. In other words,
there are columns for the dispersions of Y scorisinveach score or class
interval for the X scale, and rows for the dispamsi of x scores within each
of the intervals for the Y scale. A long the tdylee table are listed the score
limits for the class intervals for X scores. A lotige left hand margin are
listed the score limits for the intervals of Y seerA tally mark shows each
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score combination. Bivariate frequency distribusi@an be constructed with
either ungrouped data or with grouped data.

Example 11.1

Construct a bivariate frequency distributions @bres in two tests of
students given below.

A ClassInt | 60-64| 65-69] 70-74 75-79 80-84 85-89 90494

F 5 8 16 12 17 12 8
Class| 60-69 | 70-79 80-89 90-99 100-109 110-| 120- | 130-139 | 140-
B |int 119 | 129 149
F 5 10 10 14 10 8 10 6 5
What is the interpretation?
Steps to follow:
I. set up the two way table as shown below to shavntmber of rows
and columns required.
lest
60-69 70-79 80-89 90-99 100-109 110-119 120-129 -1FD | 140-149
90-94 | |11 111 |8
85-89 | ] 11 ] | N | 12
g 80-84 | | ] 11 RN e s 17
75-79 | I IR | | 12
(= | 70-74 ] | R NN e | 16
65-69 | || | | | | 8
60-64 | | | || | 5
5 10 10 14 10 8 10 6 5 78

il Fix the classes as follows test A on tiglat and test B on top of the table.
iii. Fix the frequencies on the opposite sides
Y Match the scores and tally as shown

The interpretation is that the scores are positivelated.
Activity 11.3

Construct a bivariate frequency distributions & ttest below and give your
interpretation.
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Test A
Class Int | 1-5 6-10 11-15 16-2( 21-26  26-30 31-B5 -436
F 2 3 5 8 10 7 4 1
Test B
Class | 2-4 5-7 8-10 11-13 ] 14-16] 17-19 2022 2325 26-28 -329] 32-34

Int

3.4 The Pearson Product Moment correlation coefficient.

You have seen that mere inspection of a scattan drainishes you with

some general information on the relationship betw®e sets of measures
for a given group. It can give you idea on the tyged direction of

relationship, but it does not give you the degreeextent of relationship.

Therefore a numerical index indicating precisely tiegree of relationship is
much more helpful and highly required.

Different correlation indices have been developgdifferent people. The
most widely used, is the index which is used whethbvariables are
expressed as interval data. This was developednbimglish statistician
called Karl Pearson and is called the Pearson tadament coefficient of
correlation. It is symbolized by the Greek letteo p, while the statistic is
represented by r. there are two methods for comgutie Pearson r. These
methods are

I. the deviation methods and

il. the raw score methods

3.4.1 The Deviation method. . Doxy

DRONG
Wherey = deviation from the mean of scores
y= deviation from the mean of Y scores
Example 11.2

Compute the Pearson r for the two sets of data
X|9,13, 6, 18,14, 12,11,7, 2, 6, 14, 55 8,
Y|23, 40, 10, 48, 25, 30, 15, 10, 5, 45, 40, 35212

Steps to follow:

I. Set up a composite table as shown below.

i Find the mean of X scores= X :11;‘;10 = 1C
N

(@)
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iii. Find the mean of Y scores =Y = 3—6;5 =26.07 =26.1
N
V. _ _
X-X | Y-Y
/INo| X Y X Y |xy |%? Y

9 23 -1 3.1 31 1 9.61
13 40 3 13.9] 417 9 193.21
6 10 -4 -16.1 644 16 259.21

©Co~NO UG WwWNDHW

18 48 8 219 175|2 64 479.61
14 25 4 -1.1| -44] 16 1.21
12 30 2 39| 78| 4 15.21
11 15 1 -11.1 -1141 1 123.21
7 10 -3 -16.1 48.3 9 259.21
2 5 -8 -21.1 168)8 64 445.21
10 6 45 -4 18.9] -756 16 357.21

11 14 40 4 13.9) 55.6 16 193.21
12 15 35 5 89| 445 25 79.21
13 5 12 -5 -14.1 70.5 25 198.81
14 8 27 -2 09 -1.8 4 0.81

3 140 365 5870 270 2614.94
V. Find the deviations of X and Y scores and completecomposite table.
Vi. Applying the formular % we have \/L =
/zx zyz 270x261494
587
77060338
- 587 _ 0698 =070
84C.25
3.4.2 The Raw Score Method r = nY xy - X)X y)
VY - xf oY y*-( vF]
Example 11.3

Compute the Pearson r for the same sets of detg e raw score method

X|9, 13, 6, 18, 14, 12, 11,

1,7, 2, 6, 14, %5 8,
Y|23, 40, 10, 48, 25, 30, 15,

0, 5, 45, 40, 35,22

7
1
Steps to follow:

I. Set up a composite table as shown below.
il. Find the summation of X scores
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iii.
iv.

V.

Find the summation of Y scores

Complete the composite table as shown.
SINo| X | Y | XY | X* | Y?
1 9 23 207 81 529
2 13 40 520| 169 1600
3 6 10 60 36 100
4 18 48 864| 324 2304
5 14 25 350| 196 625
6 12 30 360| 144 900
7 11 15 165| 121 225
8 7 10 70 49 100
9 2 5 10 4 25
10 6 45 270| 36 2025
11 14 40 560 194 1600
12 15 35 525| 225 1225
13 5 12 60 25 144
14 8 27 216| 64 729
> 140 | 365| 423F 16710 12131
Apply the forrmularr = ny xy - <)X y)
VY - xF Iy v vF]
. 14x4237- (140x365)
Jlaxi670-140 J14x12131- 365 )
_ 59318-51100 _ 8218 _ 8218
Jlax670-140)(14x12131-365)) V13642020 1176558¢
=0.6985963 = 0.70
Activity 11.4

Using both the deviation and raw score methodsutaie the correlation
coefficient of the scores below.

Maths| 28|46 |11|34|9|43|21|30|17|25]| 40 48|32 22|16 |44 | 14| 37
Phy. | 30/ 33|22(38|7|40|18|26|15|24| 36 44130 20| 12|46 | 27|21
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3.5

3.6

4.0

Assumptions of the Pearson r.

Before you finish this unit, you should be informaldout some restrictions
that should be observed in the use of the Peamsmtugt moment coefficient
of correlation. You have been told that the Peardgera meaningful index of
the relationship between two variables but the datast meet certain
underlying assumptions.

These basic assumptions are:

The relationship between the two variables is lir@aectilinear. In other
words the relationship is one where the plottedieslof the two variables
X and Y tend to scatter along a straight line rathan along a curved
line.

The two distributions are similar in shape. In otiverds they should be
skewed towards the same direction otherwise thersBear will
underestimate the relationship between the vagable

The scatter gram is homoscedastic. That is to lsalythe width of the
patterns of dots is the same in all the parts ®fstdatter gram.

The scores have been obtained in independent patk pair being
unconnected with other pairs

The two variables correlated are continuous.

Factors Influencing the Correlation Coefficient

Now that you have seen the assumptions underlijiegPtearson r, let us
move further to look at the factor influencing therrelation coefficient.
Whenever you are interpreting a correlation coedfit you should always
consider the nature of the population in which th variables were
observed. The correlation coefficient observed betwtwo variables will
vary from one population to another because:

the basic relationship is different in differenfyodation or

the variability in the populations differs. Or

the correlation of the two variables is influencdxy their relationship
with a third variable.

Conclusion:

In this unit you have learnt some of the measufesssociation. You have
leant that these measures seek to find out theeteydof scores of two
variables to change together either in the sanmectilin or in the opposite
direction. This is made possible because of thesrstanding that scientific
progress depends upon finding out the relationshgiween things.
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5.0

6.0

Correlation is one of the best statistical methosled for finding out these
relationships especially in psychology, Educationd athe behavioural
sciences. In the physical sciences such as BiolGggmistry or Physics, we
have measures which give perfect relationship. Eg longer a piece of
metal the heavier, therefore the volume of the am&ut the height of a man
can not be in perfect relationship with the weighthe man. So in the social
or behavioural sciences we rarely have perfectceestson..

Summary

In this unit you have gone through the conceptasfetation which refers to
the extent to which two variables are related population or sample. You
have seen that correlation can be illustrated gcagi using the scatter gram
or the bivariate frequency distribution where tlaues of the two variables
X and Y for each member are plotted as points ¢¢ do marked X. Mere
inspection of the construction will show the typad direction of the
association. If the plotted points run from loweftIto upper right, it
indicates positive relationship but if the points rfrom upper left to lower
right, it is negative correlation, and if the pairdre scattered in a random
fashion all over the graph, It is indicative of aesorrelation between the
variables. When the plotted points are close twaaght line, it shows perfect
correlation. When the points are removed from aigit line, the degree of
relationship is less. But to get the index of tlegrée of relationship, we
apply the coefficient of correlation which is a nenmcal index and the most
commonly used is the Pearson product moment ctimelaoefficient which
can use the deviation method or the raw score rdetho

Tutor Marked Assignment

Use any of the pearson’s method to find the catiat coefficient of the two
sets of data below.

7|7 (8|89 1011/1212|13|13|15|16(18|19|20|21

21

16|18|17|17/16|15|13|(1413|10|14|10|9 |8 |6 | 7 | 4

7.0
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Units 12

SOME MEASURES OF ASSOCIATION AND AGREEMENT I

1.0 Introduction

In the last unit you went through the Pearson pcodmoment correlation

coefficient, which we described as the best knowad #ne most frequently

used index of relationship. But there are data ituragons to which the

Pearson r. cannot be applied , and there are megarin which it can be

applied, but in which for practical purposes, otlpeocedures are more
expedient. The Pearson r. is most defensibly coetbwhen the two

variables X and Y are measured on continuous meicales and the
regressions are linear. Many data are in frequeramieare in nominal scales,
in this case the Pearson r. cannot be applied.eTaed other situations such
as if X or Y variable are measured:

I. on an interval or ratio scale, like height

il. on an ordinal scale like rank in class

iii. Dichotomously on a nominal scale, like male female.

iv. Or on a dichotomy where an underlying normal distion is assumed
(i.e. artificial dichotomy) like pass- fail: in viaus combinations result in
a number of different types of correlation coe#itis. In this unit we
shall look at two of them- spearman Brown and pobiserial
correlations.

2.0  Objectives

At the end of the unit, you should be able to :

I. Define a spearmen —Brown correlation

il. Calculate and interpret a spearman —Brown coroglati
iii. Define a point-biserial correlation coefficient

iv. Calculate a point- biserial correlation coefficient

3.1 Types of Values and Correlation Methods.

You have learnt that various types of values oadeae suitable for different
correlational computations. In other words, yoa aware that correlation
coefficients and the computational techniques odet®for obtaining them

do vary. These variations depend on the type afesmhssigned to or taken
by the variables being correlated. The type of esltaken by or assigned to
variables that may be correlated include:
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I. Continuous values (raw scores.
il. Ranked values (ranks)
iii. Naturally dichotomized values
iv. Atrtificially dichotomized values
V. Categorized values (three or more).

Diagrammatically, Pairs of these variables andype of correlation coefficient that

can be used are shown below.

Types of values i. Continuous| ii. Ranks | iii Naturally| iv. Artificially | v. Three or
a variable takes or raw scores dichotomized dichotomized | more
categories
i. Continuous/ Pearsonr. Point biseriaBiserial rbi
raw scores rpbi
ii. Ranks Spearman
rhot

iii Naturally Point biserial Phi
dichotomized | rpbi coefficient®
iv. Atrtificially | Biserial rbi Tetrachloric
dichotomized coefficient

r.tet
v. Three or Contingency
more categorie$ coefficient ¢
3.2  Spearman — Brown Rank- order Correlation coefficiem

In the last unit you were told that the Pearsordpcb moment correlation
coefficient is the most widely used and that theect are adaptations of it.
This is true with the spearman- Brown Rank- ordemedation coefficient

which was developed first by a British psychologdtarles spearman and
made popular by both spearman and Brown. It is i@ehioy the Greek letter
rho £. When data from both of the two variables to beretated are

measured on an ordinal scale or rank order schlke, spearman rank
coefficient is the technique generally applied.

As a teacher, there are so many situations in wygchmay have data from
ordinal scale for correlations. Such situations nzeige when there are
guestions concerning the relationship between bksaon which students
can be ranked e.g. questions on interest, sodigbitooperativeness
socioeconomic status, ability, attitudes towardsueés, adjustments,
performance in class among others. In this casespkarman Rank order is
used.
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You have learnt that the spearman rank is desigmedanked data, it can
also be used with interval data that have beenesgpd as ranks. In this case
it is an alternative to the Pearson r, especialigmthe data are not large i.e.

not more than 30.

3.3  The Computation of Spearman Rank Coefficient
We have said that the spearman rank correlatioremake of ranks. The use
of ranks instead of the original raw scores resulta marked simplification
in the formular for the correlation coefficient. & Formular is given by
6> d° 6).d’
rhot .= 1- or 1-
n(n®-1) (n+1)(n)(n-1)
Whered? = difference in subjects rank on the two measujesied
n = number of subjects in the sample.
Example 12.1
The scores of 10 students in two subjects’ physidsTechnical Drawing are
given below. Compute the correlation coefficienihgghe spearman rho.
Phy| 45 | 50 | 80| 68 10 | 42 | 65 50| 25| 70
T.D|60 | 90 | 60| 7230 | 88| 70 60| 40| 75
Steps to follow:
I. Set up a composite table as shown below.
Scores in Ranks in
S/No| Phy| T.D| Phy| T.D| D b
1 45 60 7 7 0 0
2 50 90 5.5 1 45| 20.25
3 80 60 1 7 -6 36
4 68 72 3 4 -1 1
5 10 30 10 10 0 0
6 42 88 8 2 6 36
7 65 70 4 5 -1 1
8 50 60 5.5 7 -1.5| 2.25
9 25 40 9 9 0 0
10 70 75 2 3 -1 1
97.50
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il Rank the subjects in physics

iii Rank the students in T.D (Note the ranks whtege is a tie)
iv Find the difference in the ranks

v. Find the squares of the differences and.

vi Find the sum of the squares

6> D’
2

vii Using the formular ¢ = 1—~(—) we have
nin“-1

_ Bx9750 _,_ 585 _ ;58 _ 4 0500009 = 0.409091
10(10°-1) 10x99 99(C
= 041
Activity 12.1

Calculate the spearman- Brown correlation coefficef the scores of some
students in two subjects X and Y give below.

X |47 |71 | 52| 48| 35| 35 41 82 72 5 9 Y3 60 p5 |41

[2]
(@1

Y |75 798| 50| 49| 59 7§ 91 10@7 | 70| 92| 54| 75| 68

3.3  Point- Biserial Correlation Coefficient rpbi

So far, you have gone through correlation coeffitsevhich make use of two
variables that are measured on continuous scalgssdne of the times you
may be confronted with a situation where you hawedeal with one

continuous variable measured on an interval oloratale and the other
variable is dichotomous. A genuine or naturallyhditomized variable has
only two possible values such as male- female; il — non graduate
married- unmarried, urban-rural, smoker- non smogeod-bad, old-young,
fat- thin, long-short etc. These are measured anminal scale. Therefore,
when you have a continuous variable such as sawoévement test versus
a naturally dichotomized variable, the correlatmyefficient to use is the
point- biserial correlation coefficient.

The point-biserial is simply a Pearson product- ranmcoefficient of
correlation computed from data where one variabldichotomized and the
other is normally distributed. The formula, whighderived for it, although
some what simpler, is mathematically equivaleriheoPearson formula.
Itis give by

rpbi = % Pg where

S = Standard deviation of the whole set or samplesadres on the
continuous variable.
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)Tp = Mean score on the continuous variable of the salmple belonging to
the natural dichotomy P.

Xqg = Mean score on the continuous variable of the sample belonging to
the natural dichotomy q.

P = Proportion of the number of individuals in sulrgde P to the number
of individuals in the whole sample and

g, = Proportion of the number of individuals in sulmagpde q to the number
of individuals in the whole sample.

Example 12.2
Calculate the point-biserial correlation coeffididrom a continuous and a
genuine dichotomous variable given below.

Individual 1 2 |3 1415 6| 7 8| 9 10 11 1p 12

Achievement| 60 | 56 | 51| 58| 49| 48 53 4% 4y 55 45 50 b2
Test

Sex: MIFO 1 1 1] 0 1] 0] 0] O 1] 0] 1 1 1

Steps to follow:

i Count the number of males N9
ii. Count the number of females No=5; N = 14

iii. Find the mean score for males%—1 = 52.33

iv. Find the mean score for femalesz—g—ﬂ: 52.20
V. Find the standard deviation of the whole set of resousing
> (X -X)

n
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X XX (X-X)?

60 7.7 | 59.29

56 3.7 | 13.69

51 -1.3| 1.69

58 5.7 | 32.49

49 -.3.3] 10.89

48 -4.3| 18.49

55 27 | 7.29

45 -7.3| 53.29

47 -5.3| 28.09

55 2.7 | 7.29

45 -7.3| 53.29

50 -2.3| 5.29

52 -0.3| 0.09

61 8.7 | 7.5.69

> 732 366.86
X 523
36168 = /26204286 =5.1190122
=_5.12

Vi. Find the proportion of males = 9/14 = 0.643
Vii. Find the proportion of the females = 5/14 = 0.357
viii.  Find rpbi using the formula rpbi Zp-Xq

= M A/ 0643x 0357

5.12

= % 170229551 = O—:]L'j x 0.479

= 0.0253906 x0.479 = 0.0121621
=_0.012

Note that the point- biserial correlation coeffitidike all other types of
correlation coefficients has a theoretical rangebto — 1. But the size of the
coefficient here is dependent upon the proportiengand g in the two
categories of the dichotomous variable.
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The rpbi can reach 1 when p and g are 0.50, that is p= q. if the propns
differ from p and q = 0.50 it is mathematically iogsible for the rpbi to
reach = 1 other measures of association or coorelatioefficeents will be
discussed later.

Activity 12.2
The scores of boys and girls in an integrated seigrerformance test for 20

students are given in a table below. Compute thet fdmserial correlation
coefficient.

S/No | 1

21 3| 4] 5| 6/ 7/ 8§ 9 1011/1213|14/15]/16|17|18]19

20

Score| 70

5337684556 |38|32]/61|48|40[60|30|52]|49|63|55|44]|62

47

Sex A

G| B| G| B G| Bl Bl GG G B B B G B B 6 & B

4.0

5.0

9.0

Conclusion

Pearson’s product-moment coefficient is the stashdatex of the amount of
correlation between two variables and we prefewltenever its use is
possible and convenient. But you have seen that aidbe times, there are
data to which this kind of correlation methods caanipe applied, and there
are instances in which it can be applied but incWwhfor practical purpose,
other procedures are used. In this unit, you heamt two of such methods-
the spearman- Brown and the point biserial coefifits of correlation.

Summary

In this unit you have examined two other correlatoefficients which have
been developed for use with particular types ofaddthese correlation
coefficients are derivations of the person prodombment correlation
coefficient which is the most widely used. The sp&m- Brown rank order
correlation coefficient is designed for use withumally ordinal data or with
interval data which have been expressed as ranks. point-biserial
correlation coefficient is designed for the cortiela when the data are
measured from one continuous variable and one aibtudichotomous
variable. It assumes that the dichotomous varisbienuine.

Tutor Marked Assignment

Given that a sample of 51 students used as cogtoolp in an experiment
have the following data: No of boys =27, No of gl 24 mean score of boys
=67.8, mean score of girls = 56.6 proportion of Hoy27/51 = .471.
proportion of girl = .529 standard deviation of tkole set of scores = 13.2
find the rpbi
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2. calculate the spearman- brown correlation coefiicté the data below.
SINo| 1| 2| 3| 4| 5| 6/ 7, 8 9 1011/12|13|14|15|16|17|18|19]|20
X 121192 |17(11|18|6 |15/10|3 |14|1 |9 |16/13|4 |8 | 20/7 |5
Y 35(30(35|25(23|22|40|25|37|33|30|40(27|33|37|32|33|28|31]|29
7.0 References:

Ary, Donald and Jacobs, L.C (1976). Introductionstatistic: purposes and
procedures. New York Chicago............ Sydney, Montreadolt

Rinehart and Winston.

Guilford, J.P and Fruchter, B. (1978) Fundamentati§ics in Psychology

and Education. International students Edition. daied, Bogota
Sydney, Tokyo. McGraw- Hill international Book cpamy

Ogomaka, P.M.C (1990). Descriptive Educational iSties: A guide to

Research. Owerri Top book.
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Unit 13

STANDARD SCORES

1.0

2.0

3.1

Introduction

In the school systems in Nigeria, teachers use saares to compare
students’ performance or academic achievements iShnot very good. It
would be wrong to compare a students’ performamcedifferent subjects
based on raw scores. The spread of scores obtayngtdidents in a particular
class in different subjects might be different. A&gahere is no common
scale of measurement or comparism. In the circumsta would be more
meaningful and useful to bring scores obtained bstualent in different
subjects or in different test within the same scbj@ a common scale.
Scores by different students in the same or diffiesebjects or different tests
can similarly be brought to a common scale. Wheawexscare brought to a
common scale, we say they are standardized. Im oibiels it is necessary to
convert measurements into standard form which mdeung standard
scores. With standard scores we can then compaue add meaningfully the
scores of students. In this unit you will go througe standard scores which
are very common and widely used. They are theaZescT score and the
stanine scores.

Objectives

At the end of this unit, you will be able to

I. Convert given raw scores to T- score
il. Convert given raw scores to Z-score
iii. Explain the stanine scores.

Standard Scores

You have seen that comparing students using thescanes is not correct.
The standard scores are used very effectively imging the students to the
same scale and therefore for comparing studentforpeances. The
conversion to standard score takes into account esamportant

considerations. It is used to overcome the anlgnmalolved in ranking of

raw scores. Because there are differences in tieagth of the question
papers, and because of the different difficultyelswof the different items on
the different question papers, the standardizabbnthe scores is very
necessary.
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Standard scores locate an individual in terms o hauch above or below
the mean his score falls. They are interval measwtdch serve a purpose
similar to that of the ordinal percentile ranksar@tard scores have two
characteristics. They are:

They are a direct transformation of raw scores thedefore reflect the
magnitude of a score

Since they are interval measures they can be usedwide rarity of
mathematical computations

3.2 The Z- Score
This is the basic standard score. It is a typstaidard score norm in which
both the raw scores, the mean and the standaratmeviare considered in
the process. It is a standard score in which aatieni form the mean is
expressed in terms of the deviation of a raw sém the mean divided by
the standard deviation. It is symbolized by the lbreter z, while the
formula is:
zZ= X-X where X= raw score
“X= mean of the distribution
S = standard deviation of the distribution.

Note that the mean is the reference point and tdredard deviation is the
basic unit for measuring distance from that pdingives a mean of 0 and a
standard deviation of I.
Example 13.1
Given the scores of 10 students in a test as wslié0, 50, 80, 60, 30, 25, 90,
75, 40, 60. Transform the scores to z-scores.
Steps to follow.

i Calculate the mean of the set of scores.

ii Calculate the standard deviation of the set ofesor

iii. Find the deviations from the mean of the scores.

Iv. Divide the sum of deviations by the standard demat
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X X X-X | (X-X) 2

il 20 | -15| 225

2 50 | -5 25

3 80 | 25 | 625

4 60 | 5 25

5 30 | -25| 625

6 25 | -30| 900

7 90 | 35 | 1225

8 75 | 20 | 400

9 40 | -15| 225

10 | 60 | 5 25

> | 550 4300

X | 55.0

S = @ = 20.74
0

Using z= — 2 we have

240=20755_ 15 _ 5253
2074 2074 < —

250=20"2° = 5 - gon
20.74 20.74

280=20"9_ 25 _ 4505
2074 2074 T

260=20""0_ 5 _gop
2074 2074 T

230=20"9°_ =25 _ 4905
2074 2074 T

225=29"95_ =30 _ 4 446
2074 2074 T
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7. 200=20"95_ 35 _ | 4gg
2074 2074

8. _ 75755 _ 20 _geg
2074 2074 —

9. z40=29755 _ 15 _ 5793
2074 2074 —

10. 260= 99790 = 5 _ (o4
20.74 2074 —

Activity 13. 1

3.3

Calculate the Z-scores of the following set ofreso60, 90, 50, 72, 30, 88,
70, 65, 40, and 75.

T- Score.

From the example above, you have seen that a ze 86d.205 means that
the raw score has a spread or is located 1.208athmeviations above the
mean. In the same wagy, z score of -1.446 indicates that the score iatkxat
1.446 standard deviations below the mean. You h#senoticed that the z-
scores are very low and sometimes have negativees@nd decimalized
scores. A z-score distribution can therefore bensfiamed to a new
distribution where there are no decimal points aedative values. The
decimal point is eliminated by multiplying the zzose by some convenient
constant, while the minus sign is eliminated byiagdanother constant to
each z-score. One of the most popular and convetr@msformations is to
convert the z-score to a distribution which haseamof 50 and a standard
deviation of 10. it is called T-score or Z-scotteislgiven by the formula, T=

10z +500rT=1E)X -7j+50
S

Example 13.2

Transform the raw scores below to T-scores. 4586068, 10, 42, 65, 50,
25, 70.

Steps to follow

Calculate the mean of the set of scores
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Calculate the standard deviation of the set ofescor
Find the deviations from the mean of the score

Divide the sum of the deviations by the standadation
V. Multiply the result (in iv) above by 10 and
Vi. Add 50 to the result in v above.
X X X-X | (X-X) 2
T 45 | 55 30.25
2 50 | -0.5| 0.25
3 80 | 29.5 870.25
4 68 | 17.5| 706.25
5 10 | -40| 1640.25
6 42 | -85| 7225
7 65 | 14 | 210
8 50 | -0.5| 0.25
9 25 | -25% 650.25
10| 70 | 19.5 380.25
> | 550 4560.50
X | 550
g = [456050 _ 51 46
V" 10 ==
Using T = 1(? X ‘Yj +50 we have
S
1. Tz 10727905 | 0g = 10750 450 4743
21.36 21.36
2. Teo =10207905 L 59 2 1079° 450 =49.77
21.36 21.36
3. T80=10—80_ 505 1022 450 =63.58.
21.36 21.36
4, Tes.10987505 L on — 1617 150 = 5819
21.36 21.36
5. T10.10107%95 50 167495 L 50 =31.04
21.36 21.36
6. T42:10—42_ 505, -10-8% +50 =46.02
21.36 21.36
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10.

3.4

710927905 L 50 —101%° 150 =56.79
21.36 21.36

7510207995 L 55 210792 150 =49.77
21.36 21.36

Tzs:low +50 =10-22>2 +50 =38.06
21.36 21.36

T.0-10797905 L 59 = 1019 150 = 59.13
2136 21.36

Activity 13.2

Calculate the T-scores for the data below. 5080345, 60, 65, 70, 22,
38,55, 18, 80, 75, 84, 42,

Stanine Scores

You are familiar with some of the examination badibat operate at the
ordinary level in this country- Nigeria. Some bkse examination bodies
like the West African Examination Council WAEC, Matal Examinations
Council, NECO, National Business and Technical EBtiooa Board
NABTEB, among others, use a type of transformabbmaw scores called
stanine scores. These are a standard score syst@i provides a single
digit score scale running from 1 to 9. in other dsistanine are number
grades ranging from 1 to 9 and the percentage sdéscin the stanine are
4,7,12,17,20,17,12,7,4 respectively. This givesoemal distribution where
the highest score corresponds to stanine of 9 lamdeast to a stanine score
of 1. The mean is assigned a value of 5 and thmelatd deviation a value of
2. This system was originally used by the Air fodzging the World War II.
The stamina simply means scores with ine categofie® 9. the lowest
stamina | represents a score that is 2 or moralatdrdeviations below the
mean while the highest stanine 9 represents a $itatrés 2 or more standard
deviations above the mean. But WAEC uses a revdygedof stanine. For
WAEC, stamina of 1 represents the lowest scoresThu= Stanine 1, B=
stamine2, B= stanine 3, ¢= stanine 4. ¢ Stanine 5, & stanine 6, =
stamina 7. P = stanine 8 and¢E stanine 9. This system has a very good
advantage because it can be used to compare rdésutisa very wide
population whose characteristics may not be theesam

NOUN

129



EDU 701

STATISTICAL METHODSI

4.0

5.0

6.0

Activity 13.3
Make a collection of Examination bodies you knovd axamine how they
treat their raw scores. Compare them with that 88@.

Conclusion

In this unit, you have seen that it is wrong tonpare students with the use
of raw scores. You have therefore been exposedne ©f the most popular
standard scores which you can use at any time nmpaang your students.
As a teacher, you have to use them most of thestiivieu need therefore to
get used to them now.

Summary

In this unit you have learnt that the standardesare a direct transformation
of raw scores. Differences in standard scores liavesame meaning in any
part of a distribution. You have also noted thandard scores tell us the
number of standard deviations above or below th@maescore is located.

The z-score is the basic standard score with a nofdad and standard
deviation of | the characteristics are:

The unit of measurement is the standard deviation.

Raw scores above the mean of the original disiobuwill have positive
z- values while scores below the mean will haveatieg z- values.

The mean of a z-score distribution is zero

The standard deviation is |

A z- score distribution has the same shape as tiginal raw score
distribution

z-score distribution is an interval scale.

The T-score is a conversion of the z-score whighiehtes both the negative
values and the decimal points.

The stanine is a transformation of raw scores winigkes use of 9 (nine)
categories or nine standard scores. It is wideBdusy examination bodies
such as WAEC, NECO, and NABTEB etc.

Tutor Marked Assignment.

Calculate the z-score and T-score of the data bed@w15, 28, 23, 18, 27,
29, 25, 21, 35.
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